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Abstract. Chilli is one of strategic commodity in Indonesia due to its contribution to 
inflation level. For this reason, future price information is very importance for designing 
price policy. Future price merely can be provided by conducting a price forecasting. 
Various forecasting models can be applied for this purpose; the problem is which the best 
model for forecasting is. This study aims to select the most accurate forecasting model of 
curly red chili prices at the retail level. The data used are monthly data, from 2011 - 2017. 
Five forecasting models are applied and estimated including Moving Average, Single 
Exponential Smoothing, Double Exponential Smoothing, Decomposition, and ARIMA. The 
best model is selected based on the smallest MAPE, MSE and MAD values. The results 
show that the most accurate forecasting model is ARIMA (1,1,9). 
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1. Introduction 

As an important commodity for the Indonesian economy, chili often experiences sharp price 

increases resulting in a high contribution to inflation. Chili is included in the group of vegetable 

plants which have sharp price fluctuations. [1] Reported that in the period of 2010-2014, chili 

prices at a producer level have raised by 17.70% from IDR 16,343 in 2010 to IDR 19,237 in 

2014. Many factors contributed to those phenomena; among them is consumption per capita, the 

rainy season, Ramadan, and the New Year [2]. In addition, the Central Statistics Agency (BPS) 

noted that the increase in prices of foodstuffs such as shallots and chilies had an impact on 

inflation in March 2016 which was 0.19%. Although in the past few periods, chili with other 

food commodity groups has also contributed to deflation in Indonesia [3]. 

The uncertainty of chili prices and their impact on the Indonesian economy result in very 

important information on chili prices in the future. This information can only be provided with a 

forecasting process and this requires a fitting forecasting method. Forecasting is estimating 
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something in the future based on previous data that is scientifically analyzed, especially using 

statistical methods. Forecasting, according to [4] is an activity of a business function that 

predicts sales and use of products so that products can be made in the right amount. Many 

forecasting methods can be applied to forecast chili price, such as Moving Average, Exponential 

Smoothing, Decomposition and ARIMA (Autoregressive Integrated Moving Average). The 

problem is whether the forecasting model is the most appropriate and accurate with chili price 

data at the retail level. The choice of this model can be done by estimating all available 

forecasting models and selecting the best model with the available statistical rules. This method 

has been used by [5] for rice prices, [6] for coffee prices, and [7] for cocoa prices.   

Departing from the discussion above, this study aims to determine the best chili price 

forecasting model at the best retail level. For this purpose, the MA, Exponential Smoothing, 

Decomposition, and ARIMA models are estimated and selected using the MAPE, MAD, and 

MSE indicators. 

2. Methodology 

2.1. Description of Statistics on Red Chili Prices 

The data used in this study are monthly time series data of the red Chili at the retail level in 

2011-2017 (84 observations). Data are obtained from the Central Statistics Agency and the 

Ministry of Trade.   

 

Figure 1. Red Chili Prices Plot 

Based on the results of historical data regarding the price of red Chili at the retail level, prices 

fluctuate and are not stable. The price instability can be recognized by examining Figure 1 

where the price trend tends to increase over a certain period of time, namely in December, 

January, March. In addition, data declined in May, June, July. So that it can be concluded that 

the price of red Chili undergoes fluctuating changes and has a trend component and seasonal 

variations. Price increases occur from October to January. According to [5], the appropriate 
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method for forecasting price data that has fluctuated in several months is the Decomposition 

method. However, this judgment should be compared with other models including Moving 

Average, Exponential Smoothing, and ARIMA. 

The following is a summary of statistics from the retail price of red Chili data from January 

2011 to December 2017 can be seen in Table 1. Table 1 presents that the average value of red 

Chili at the retail level from 2011 to 2017 is 27,978 (84 observations), while for data deviations 

(standard deviation) to the average is 9455. 

Table 1. Descriptive Statistics of Red Chili Prices at Retail Level 

 Mean Standard Deviation Minimum Maximum 

Red Chili Price (IDR) 27.98 9455 12.72 65.95 

 

2.2. Model Analysis  

2.2.1. Simple Moving Average Model 

The Moving Average method uses actual data for new prices to generate forecast values for the 

future price ([8] and [4]). [9] stated this method is often used on quarterly or monthly data to 

help observe components of a time series. The greater the order of moving averages will results 

in the greater effect on the smoothing. Research by [10] [11] are some examples of research that 

use this model for forecasting silver product demand and stock prices respectively. Statistically, 

the Moving Average model is given by:  

N

PPPP
P Ntttt

t
121

1

... 



  (1)  

where 1tP  is the forecasted price for the period t+1, tP  is the price in the period t, and N is the 

period of the moving average.  

2.2.2. Exponential Smoothing 

Exponential smoothing methods are the most widely used forecasting methods. This method 

was initially developed by Robert G. Brown [12] and further developed by [13] for forecasting 

the inventory control systems. Exponential smoothing is a forecasting method that the observed 

time series data are weighted unequally. Two types of exponential smoothing models are widely 

used, i.e., Simple Exponential Smoothing (SES) and Double Exponential Smoothing (DES). 

SES can be used for time series that contain neither no-trend nor seasonality [14]. 

Formula Single Exponential Smoothing is: 

  ttt PPP ˆ1ˆ
1    (2) 
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where 1
ˆ
tP is the forecast price at the time t+1; tP  is the actual price at t; observed; tP̂ is the 

forecast tP ; and 10   is the smoothing parameter.  

[15] explained that Double Exponential Smoothing (DES) computes a trend forecasting 

equation by applying a special weighting function and emphasizing on the most recent time 

periods. This forecasting equation will change from period to period. The DES makes use of the 

following formulas: 

  11
ˆ1ˆ

  tttt bPPP   (3) 

    11 1ˆˆ
  tttt bPPb 

 (4) 

mbPF ttmt 
ˆ

 (5) 

Where m is the number of periods to be predicted; mtF  is forecasting prices in the next m 

period; tb is a smoothing trend in period t, and   and are smoothing parameter. 

In the DES method, the most decisive parameters is smoothing constants α and γ which are both 

between 0 and 1. Furthermore, the trial and error method will be used to select smoothing 

constants α and γ which produce the smallest forecasting error value for both settlement type 

DES from Brown and Holt. 

2.2.3. Decomposition 

Decomposition methods are used both for short and long term predictions. [16] explains that the 

decomposition method basically is to decompose series data into several patterns; namely trend, 

cyclical and seasonal, and identify each of these components separately. This is done, according 

to Makridakis et al, to help improve forecasting accuracy and help understand better data 

behaviour. The Decomposition Model has two components namely Additive and Multiplicative 

which observe in predicting trends, seasonal and forecasting cycles [17] Mathematically, the 

additive decomposition model can be written as: 

ttttt ICSTP   (6) 

Whereas the multiplicative decomposition model can be written: 

ttttt ICSTP   (7) 

where tP is red chili price in period t; tT  is trend component in period t; tS  is a seasonal 

component in period t; tC is a cyclic component in period t; tI  irregular component in period t; 

and t is time period. 
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2.2.4. ARIMA (Autoregressive Integrated Average)  

ARIMA model is applied to forecast a red chili in a response time series as a linear combination 

of its own past prices and past errors [18]. This model procedure provides a comprehensive set 

of tools for univariate time series model identification, parameter estimation, and forecasting. 

Many research applied the ARIMA model to forecast price in the future, such as [19] [20] and 

[21]. [22] explained that ARIMA is divided into three stages, namely, identifying, 

estimating/fitting, and forecasting. In addition, according to [23], an ARIMA model is 

characterized by the notation ARIMA (p, d, q), where p, d, and q denote orders of Auto-

Regression (AR), Integration (differencing) and Moving Average (MA), respectively.  Thus, the 

ARIMA model (p,d,q) is given by:  

    qtqttptqtt eeePPPP     ...1...1 22111110  (8)
 

2.3. Forecasting Accuracy Measures 

There are 3 indicators used for selecting the best forecasting model, namely, Mean Squared 

Error (MSE); Mean Absolute Deviation (MAD), and Mean Absolute Percentage Error (MAPE). 

According to [24], the smaller measurement values show more accurate forecasts since it 

produces minimum forecasting error. 

2.3.1. Mean Squared Error (MSE) 

This MSE value is obtained through the difference between the actual value and the forecasting 

value squared divided by the number of time series forecasting. The MSE value is used when 

the residual magnitude is evenly distributed throughout the observation [25]. 

 2
1

ˆ1 


n

t tt PP
n

MSE  
(9) 

2.3.2. Mean Absolute Percentage Error (MAPE) 

MAPE is the most useful measure to compare the accuracy of forecasts between different items 

or products and commonly used in quantitative methods of forecasting [16].  The MAPE value 

is used to examine the extent to which the forecasting method is biased.  
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2.3.3. Mean Absolute Deviation (MAD) 

MAD is the average absolute error during a certain period regardless of whether the forecasting 

results are bigger or smaller than the reality. Mathematically, MAD is formulated as follows: 

[26] 

n

P̂P
MAD

n

1t
tt




  
(11) 

3. Results and Discussion  

3.1. Estimated Forecast Model Results 

3.1.1. Moving Average Method 

Estimates for the MA model are carried out using price movements starting from order 1 with 

observations of 84 periods. The model estimation results are presented in Table 2 and Figure 2. 

Table 2. Moving Average Model Result 

 MA (1) MA (2) MA (3) MA (4) 

Forecast price (IDR/kg) 34,269 32,841 32,192 36,124 

Accuracy Indicators     

a. MAPE 16 20 22 24 

b. MAD 4637 5548 6021 6457 

c. MSD or MSE 52,437,885 64,724,284 75,317,501 83,245,779 

  

   

MA(1) MA(2) MA(3) 

Figure 2. Results of Estimating the Forecast Model with the Moving Average Method 

In Table 2 and Figure 2, MA (1) has the smallest MAPE, MAD, and MSE values compared to 

MA(2), MA(3), and MA(4). These results conclude that MA(1) is the most accurate model for 

predicting the price of red chili at the retail level in the future. With this model, the next period 

value of the red chill price is IDR 34,269. 

3.1.2. Single Exponential Smoothing Method 

The SES method is a forecasting technique developed from simple moving averages [27]. This 

method is carried out with several levels of α, starting from 0.1 to 0.9. The results of the 

estimation of the Single Exponential Smoothing method are shown in Table 3. 
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Based on Table 3, the smallest value of MAPE, MAD, and MSE is obtained at the value of α = 

0.9. Thus, the SES model is tt1t P̂1.0P9.0P̂  and based on this model, the price of red chili 

for the next period is equal to IDR 33,977. 

Table 3. Smoothing Parameter Selection for Single Exponential Smoothing Method 

  MAPE MAD MSE 

0.1 22 5,907 69,607,292 

0.2 22 5,835 67,422,931 

0.3 21 5,678 65,454,232 

0.4 21 5,546 62,991,400 

0.5 20 5,415 60,384,169 

0.6 19 5,282 57,977,616 

0.7 18 5,117 56,011,201 

0.8 18 4,982 54,628,498 

0.9 17 4,861 53,912,425 

 

3.1.3. Double Exponential Smoothing Method 

The Double Exponential Smoothing (DES) method is a method used when data shows a trend. 

The working principle of the Double Exponential Smoothing Holt method is to smooth the trend 

value with parameters from the original data. For the Holt method smooth the trend value with 

different parameters from the parameters used in the original series. This smoothing parameter 

of the double exponential smoothing has a value between 0 and 1, where 0 <α <1. 

In Holt's analysis, it is found that the value of   is 0.2, and the value of   is 0.1 to 0.9. Table 4 

presents the results of the analysis for the Double Exponential Smoothing method with various 

values of  . 

Table 4. Smoothing Parameter of  Selection for Double Exponential Smoothing Model with 

the Value of   = 0.2 

  MAPE MAD MSE 

0.1 24 6,231 75,067,727 

0.2 25 6,584 83,400,842 

0.3 27 7,028 92,857,308 

0.4 29 7,555 103,617,602 

0.5 30 8,046 114,841,014 

0.6 32 8,460 125,598,529 

0.7 34 8,898 135,960,796 

0.8 35 9,226 146,726,474 

0.9 36 9,531 158,394,417 
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The accurate forecasting model is selected from the smallest MAPE, MAD and MSE values. 

From Table 4, the smallest value of MAPE, MAD, and MSE occurs when 2.0 and 1.0 . 

This DES model has the MAPE, MAD, and MSE value of 24%, 6, 231 and 75,067,727 

respectively.  

When DES and SES are compared, the SES is the accurate model for predicting curly red chili 

prices. This conclusion is based on the value of the three accuracy indicators possessed by the 

SES model where the SES model has MAPE, MAD and MSE values that are smaller than the 

DES model as presented in Table 5. 

Table 5. Comparison SES and DES Model for Curly Red Chili Price 

Forecasting Model MAPE MAD MSE Conclusion 

Single Exponential Smoothing (SES) 17 4,861 53,912,425 SES is the best 
model Double Exponential Smoothing (DES) 24 6,231 75,067,727 

 

3.1.4. Decomposition Method 

The Decomposition Model is a method that identifies separate components of the basic pattern 

that characterize data, especially time series, economic and business data [16]. The results of 

this Decomposition method are using both Additive Decomposition and Multiplicative 

Decomposition. The results of the analysis can be seen in Figure 3. 

  

Multiplicative   Additive 

Figure 3. Results of Estimated Model Prediction with Decomposition Method 

Looking at both figures above, the predictive price both for multiplicative and additive 

decomposition model have relatively similar predictive values, that is, IDR 36.671 and IDR 

36.670. This indicates that whether the multiplicative decomposition model or additive 

decomposition model will give a similar accuracy when it is used to forecast the monthly price 

of curly red chili at retail price. However, statistically additive decomposition model is more 

accurate than the multiplicative decomposition model in predicting curly red chili price. This 

selection is based on the MAPE, MAD and MSE indicator values of the additive decomposition 

model which is smaller than its counterpart, namely, the multiplicative decomposition model as 

presented in Table 6.  
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Table 6. Comparison of Multiplicative and Additive Decomposition Methods 

Decomposition MAPE MAD MSD Conclusion 

Multiplicative 22 5,813 64,572,977 The additive is the 
accurate model Additive 21 5,808 64,540,448 

 

3.1.5. ARIMA  

Before using the ARIMA model, one of the requirements that must be met is that the data must 

be stationary. According to [4], time series data are regarded as stationary if the mean and the 

autocorrelation structures are constant over time. If not stationary, the stochastic trend of the 

series is eliminated by differencing, while the logarithmic transformation is used to stabilize the 

variance. Two methods can be used to determine whether the time series data are stationary or 

not, namely, by considering the graph of ACF (Autocorrelation Function) and PACF (Partial 

Autocorrelation Function), and applying a unit root test of Augmented Dickey-Fuller. 

Figure 4 presents autocorrelation and partial autocorrelation of red chili price data.  This figure 

shows that the formed autocorrelation function is rapidly falling into a sinusoidal pattern while 

formed partial autocorrelation function also exhibits insignificant.   

  

ACF PACF 

Figure 4. Auto and Partial Autocorrelation Function for Curly Red Chili 

Table 7. present stationary test for curly red chili data. ADF test is -3.71 with a probability value 

of 0.02. This test informs that hypothesis of the existence of unit root is accepted, thus, the 

original time series price of curly red chili is non-stationary. After the first-difference, the ADF 

test result after the first order difference is -9.27 with the probability value of 0.00. This 

concludes that the hypothesis of the existence of unit root should be rejected. This result also 

informs that the original time series after the first order difference is stationary. Therefore, the 

value of d is 1 for ARIMA (p,1,q) model of the original time series. 

Table 7. Unit Root Test for Stationarity using Augmented Dickey-Fuller 

No Data t - statistic Prob*) Conclusion 

1 Original Data -3.71 0.02 Non-stationary 

2 After First Differencing -9.27 0.00 Stationary 
*) [28] one-sided p-value  
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After ensuring data stationary, the next step is identifying the level of p and q. After comparing 

all fit statistics, as presented in Table 8, the best ARIMA model is ARIMA (1,1,9). This 

selection is based on the lowest value of MAPE, MAD, and MSE. ARIMA (1,1,9) has the 

MAPE, MAD and MSE value of 14.70%, 4,066,461 and 6,334,551. The ARIMA (1,1,9) model 

is presented in Table 8. 

Table 8. ARIMA Estimation Results 

Orde MAPE MAD MSE 

1,1,5 15.05 4,110,255 6,499,988 

1,1,6 15.20 4,139,229 6,612,798 

1,1,7 15.27 4,218,777 6,786,387 

1,1,8 15.36 4,335,571 6,884,533 

1,1,9 14.70 4,066,461 6,334,551 

2,1,1 15.49 4,194,841 6,649,005 

2,1,2 15.98 4,304,786 6,778,801 

2,1,3 15.74 4,248,225 6,778,371 

2,1,4 15.32 4,177,631 6,756,981 

 

Table 9. Estimated Model Parameters of Red Chili Prices 

Data Coefficient SE-Coefficient t-statistic Probability 

AR (1) -0.26 0.51 -0.50 0.62 

MA (1) 0.15 21.65 0.01 1.00 

MA (2) 0.40 18.49 0.02 0.98 

MA (3) 0.39 9.81 0.04 0.97 

MA (4) 0.42 1.28 0.33 0.74 

MA (5) 0.09 7.96 0.01 0.99 

MA (6) 0.11 9.91 0.01 0.99 

MA (7) 0.06 12.35 0.01 1.00 

MA (8) -0.30 13.76 -0.02 0.98 

MA (9) -0.33 7.18 -0.05 0.96 
 

3.2. Selection of the Best Method 

The selection of the best method is made by comparing the values of MAPE, MSD, and MAD 

from every model that has been estimated before. The following table is the results of the 

comparison used to determine the best model selection. From Table 10, the most accurate model 

for forecasting curly red chili prices is ARIMA(1,1,9). This model has the lowest value of 

MAPE, MSD, and MAD compared to other alternative forecasting models. This findings is 

similar to [5] [6] and [7] in which ARIMA is the bests forecasting model for rice prices, coffee 

prices and cacao prices respectively. The difference is only at the order level of ARIMA and 

this is quite reasonable because each commodity has a different price behavior. 
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Table 10. Comparison of Inter-Model Goodness Criteria 

Forecasting Model MAPE MAD MSE 
MA (1) 16 4,637 52,437,885 
Single Exponential Smoothing  17 4,861 53,912,425 
Double Exponential Smoothing 24 6,231 75,067,727 
Additive Decomposition 21 5,808 64,540,448 
Multiplicative Decomposition 22 5,813 64,572,977 
ARIMA(1,1,9) 14 4,066 6,334,551 

4. Conclusion 

This study is aimed mainly to determine the most accurate forecasting model for curly red chili 

prices at the retail level. Four alternative forecasting models are proposed and estimated, namely 

moving average, decomposition, exponential smoothing, and ARIMA. The selection of the most 

accurate forecasting model is based on the lowest value of MAPE, MAD, as well as MSD. It is 

concluded that the most accurate model is ARIMA (1,1,9) by most of the accuracy measures. 
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