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ABSTRACT
This study aims to develop a Natural Language Processing based decision support system built from a repository of knowledge drawn from referral letters written between primary care doctors and specialist medical consultants. The developed system translates pre-processed referral letters into a semantic matrix of document vectors and a set of vocabulary features, based solely on the words used within each referral letter. The system applies a one-versus-rest heuristic using a Support Vector Machine (SVM) to convert a multinomial classification problem into individual binary classifications. Each document is matched to its probabilistic best fit specialism. The National Health Service Wales sourced 111,700 examples. Accuracy of 91.8% against 29 medical specialities is achieved. Accuracy increases to 97.4% and 99%, respectively, when also including one or two nearest neighbours to the best fit, providing a basis for informing the decision making of a medical professional. The study demonstrates the efficacy of using referral letters to allow classification into specialisms and subsequent allocation of specialist care. The approach taken in this study does not require added ontologies and is readily extendable. The system offers support to medical professionals, particularly within training scenarios or where access to opinion may be in short supply.
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1. Introduction
Classifying documents based on their semantic similarity has many practical applications. One of these is the potential use of medical documentation to help inform decision making and supply a resource for areas where expertise is in short supply, such as in developing countries. The success of the contextual exploration is reliant upon the semantic matrix and design decisions. This paper reports on the creation of a semantic representation as a means for associating a given medical referral letter, written by a General Practitioner (GP), with a particular sub-specialism based solely on the words used to describe the patient’s problem. Work carried out by Todd et al. [1] using internal hospital referrals shows the potential for building on referral letters. Similarly, Spasic and Button [2] performs topic modelling around patient triage but includes an ontology to achieve their outcome.

A general practitioner in Wales will write a letter to a specialist via an electronic clinical portal alongside patient biometrics and medical history. The level of detail contained within these letters is important for ensuring proper patient care as the consultant has no direct contact with the patient prior to the referral. The referral letter needs to address any questions that the consultant may have regarding the case, specifically:

- Are the symptoms correct?
- Is the priority assigned correctly?
- Is the patient being referred to the right specialist?

Should the specialist consultant have any concerns about the above three questions, the referral may be returned to the general practitioner for more clarification. This may be as simple as confirming a change in priority by the
consultant or the request for more tests to be carried out (such as an electrocardiogram) before the consultant will agree that there is a need to see the patient in a specialist clinic. The time spent adjusting the referral conditions impacts starting patient treatment and increases the workload for the general practitioner, consultant and administrators.

Whereas it is fair that document classification, particularly in the case of large datasets, is a well-developed field, this paper reports on how this was achieved without the use of an ontology and, importantly, how inclusion of the two nearest neighbours can aid with directing the patient to the right specialist. Key to this is the use of referral letters as a shared repository of knowledge that can assist primary care providers with deciding between courses of action by presenting them with alternatives. This is a significant finding given that any reduction in initially misdirected referrals will directly affect the health and well-being of patients. Importantly, partners within the health service (Digital Health and Care Wales - Research and Innovation Working Group) played a full part in defining goals and being part of the research supervision team.

Here, the authors first describe how to represent the semantics of referral letters including the transition from a set of documents to a series of encoded feature vectors. Then, the standard support vector machine method is outlined when considering both binary and multi-class problems. Next, the authors report on the generated classification model and discuss the test results found. Finally, conclusions are drawn, and future work outlined.

2. Semantic Representation

The premise of this paper is based on the notion of Statistical Semantics [3,4], where an assumption is made that “a word is characterized by the company it keeps” [5]. This is embodied by the Distributional Hypothesis such that words that occur in similar contexts tend to have similar meanings [6,7]. Healthcare records are no exception to this rule. Clinical documents feature relationships that have been mapped and reported on in literature including (but not limited to) diseases and their associated symptoms [8,9] as well as medication/testing procedures [10]. It has been shown that knowledge of pre-existing relationships within clinical data can be exploited to significant effect with techniques such as classification.

Medical document classification research focusses on these relationships within existing ontologies including the Unified Medical Language System [11] and SNOMED Clinical Terms [12] to extract specific medical terminology markers. Previous medical classification work carried out using additional ontologies can vary from monitoring patient medication [10], patient phenotyping [13] and speciality extraction [14]. Work carried out by Faris et al. [15] implements a similar method to the one discussed in this paper by using support vector machines and binary particle swarms to extract specialities from a question answering system. However, the data used in the study revolves around a small sample of short questions asked by members of the public instead of full-bodied formal letters from medical practitioners like those discussed in this report.

Classification algorithms like a support vector machine require structured data to function correctly. Attempting to parse an unstructured series of text excerpts such as the letters used in this study would yield little
to no benefit. To correct this, the approach utilises a semantic matrix as the basis for computing the distance of relatedness of documents. The matrix illustrates the occurrences of features (individual words and phrases) within the dataset separated out into individual document vectors.

The way in which the appearance of a feature is recorded will vary on a chosen encoding technique. Each feature within a document vector may occur as a frequency count (bag-of-words [16]), binary 1 or 0 (dummy encoding [17]) or a weighted value between 0 and 1 (term frequency-inverse document frequency (TF-IDF) [18]). Each of these approaches to feature generation were tested using the project’s dataset alongside employing the word embedding models: Word2Vec [19] and Doc2Vec [20]. Experiments found that the TF-IDF encoding method outperformed other methods [21], producing the best results and forming the basis for the following discussion. Transformer based architectures produced results comparable with TF-IDF but without advantages of efficiency (summarised as follows: BoW – 91.039, TF-IDF – 91.854, Doc2vec – 0.25, Transformer 93.1) [22].

Applying TF-IDF creates a semantic matrix of features ranked by importance [23]. The algorithm calculates the value for each word as follows. The term frequency (TF) simply ranks features (t) by occurrence within a single document (d) over the total number of words in that same document. The inverse-document frequency (IDF) deals with discerning the importance of a found term across the complete set of documents (D). The result is a reduction in weight for vocabulary terms that appear frequently but contain little to no importance.

\[
\text{tfidf}(t, d, D) = tf(t, d) \times idf(t, D)
\]

Where:
- \(t\) is a vocabulary feature
- \(d\) is a single document
- \(D\) is the set of all documents
- \(q\) is a query document
- \(tf\) is the term frequency - \(tf(t, d) = \frac{f_d(t)}{|d|}\)
- \(f_d(t)\) is the frequency of term \(t\) in document \(d\)
- \(idf\) is the inverse-document frequency - \(idf(t,D) = \log\left(\frac{|D|}{|\{d \in D : t \in d\}|}\right)\)
- \(w\) is the weight value of a vocabulary feature after encoding

Each document can be described as a vector such that \(d = (w_1, w_2, ..., w_n)\) wherein \(w\) is the now encoded weight for each term [24]. Figure 1 provides an example of a vector space model based on a document set with a feature vocabulary size of 3. As shown, the combined weighted value of each vocabulary term within a document vector determines its final position in vector space. The similarity of two document vectors can be calculated using a similarity measure such as cosine where the difference between two vectors is equal to the cosine of the angle between them. Calculating the similarity between a query document (q) and an existing document (d) is explained as follows:

\[
\text{similarity} (q, d) = \cos \theta = \frac{\hat{q} \cdot \hat{d}}{||q|| \cdot ||d||} = \frac{\sum_{i=1}^{n} w_{qi}w_{di}}{\sqrt{\sum_{i=1}^{n} w_{qi}^2} \sqrt{\sum_{i=1}^{n} w_{di}^2}}
\]

wherein the similarity is equal to the dot product of their two unit vectors \((\hat{q}, \hat{d})\) [25]. To create comparable unit vectors, the initial vectors require normalisation to reduce the bias towards documents of longer sizes.

\[
\sqrt{w_1^2 + w_2^2 + \cdots + w_n^2}
\]

This normalisation factor is the denominator in equation (3) where \(n\) is equal to the length of the document vector [26]. The positions of different documents within vector space allow for differentiation between groups of documents using methods as described below in section 3.

3. Support vector machine-based classification

The research goal here is to see whether sensible classifications could be derived solely from the semantic representations of the dataset. A well-established Support Vector Machine (SVM) classification model is utilised because of its applicability to vectors [1] of features like those derived by the TF-IDF algorithm for each document. SVMs are well documented for being the most accurate linear models used with classification problems [27,28,29], which scale well to increasingly large feature sizes, and have been used across a large range of application areas in many different fields including healthcare analysis [30]. The section first outlines the SVM training process and then describes the interaction with a multiclass dataset.
Described in 1992 by Vapnik [31], the SVM algorithm utilises hyperplanes to find the optimal decision boundary between two classes of objects. The difference between an SVM and other linear classifiers lies in the keyword optimal. An SVM focuses on the outliers of any specific class (depicted with a thin dotted line) and attempts to maximise the distance (margin) between them (2 * MAX). Given this, for a labelled dataset with n examples then the input is a series of feature vectors xi, and class labels yi:

\[(x_1, y_1), ..., (x_n, y_n)\]

where \[y_i = 1\] if \[x_i \in \text{class } A\] and \[y_i = -1\] if \[x_i \in \text{class } B\] (4)

The optimal hyperplane can be defined by applying the decision function:

\[D(x) = \omega \cdot \varphi x + b\]

wherein \(\omega\) is the weight vector, \(\varphi x\) is the input vector and \(b\) is the bias. The training cycle of an SVM consists of adjusting the weight vector and bias until the optimal decision boundary is found. This allows us to then predict unknown testing data according to the following rule:

\[\text{if } D(x) > 0 \text{ then } x \in A \text{ else } x \in B\] (6)

A regularisation parameter exists within SVM models denoted as \(C\), in which changes in value will affect the number of misclassified points on the hyperplane. Increasing this value will result in a smaller margined hyperplane, fitting closer to overall training set and reducing the number of misclassifications. However noisy datapoints may result in hyperplanes that struggle to fit in the testing set. Conversely, reducing the size of the regularization parameter will result in larger margined hyperplanes and allow for more misclassifications during training. This parameter has more impact in non-linear classification so the default value of 1 is utilised here.

For a multi-class classification problem like natural language processing of clinical records, the SVM model can be extended to work as a one-vs-rest/one-vs-all heuristic method. This approach works by splitting down the problem into n binary classification problems wherein \(n\) is the number of different class labels. The resulting classification is then determined by probabilistic scoring wherein a document will be assigned the class label with the highest confidence prediction score.

4. Research Methods

All experiments were implemented using the PyCharm Professional Edition IDE (Python 3.7) running on Windows 10 with an AMD Ryzen 5900x and 32gb of DDR4 random-access memory (RAM). The Python libraries needed to replicate the results below are pandas [32], Natural Language Toolkit (NLTK) [33] and scikit-learn [34]. The NLTK library provides the base collection of stop words for the English language and the sci-kit learn library provides implementations of the TF-IDF encoder, LinearSVC and the performance metrics. The experimental dataset consisted of 120,572 referral letters from multiple general practitioners (GP) across Wales to hospital consultants [35].

Initial data pre-processing of the documents reduced this number to 111,700 by removing test documents and letters that fell under specialties with insufficient supporting documents. Due to the nature of the letters sourced from different health boards, further processing had to be taken into consideration to group the specialties into common groups to reduce the number of classes.

The final classes trained by the system are shown in Table 1. Data pre-processing was carried out using regular expressions to clean the data of symbols, punctuation, and capitalisations. To preserve contextual markers and to keep medical terms present in full, no use of stemming or lemmatising was carried out on the dataset. The final step involved extending the stop word list to include words and phrases unrelated to a patient’s condition such as the salutation and valediction present within each letter.

<table>
<thead>
<tr>
<th>Specialty</th>
<th>Combined Specialties</th>
<th>Docs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiology</td>
<td>Cardiology (card)</td>
<td>3606</td>
</tr>
<tr>
<td>Care of the elderly</td>
<td>Care of the elderly usc ident</td>
<td>275</td>
</tr>
<tr>
<td>Clinical Immunology</td>
<td></td>
<td>444</td>
</tr>
<tr>
<td>Clinical neurophysiology</td>
<td></td>
<td>225</td>
</tr>
<tr>
<td>Community orthopaedic</td>
<td></td>
<td>2047</td>
</tr>
<tr>
<td>Dermatology</td>
<td>Dermatology (derm), Dermatology (usc), Dermatology laser, Dermatology usc ident</td>
<td>14760</td>
</tr>
</tbody>
</table>

Table 1. Medical specialties used for classification
For the classification work carried out in the experiment, other algorithms for classification were tested including Bayesian classifiers, random forest decision trees and logistic regression. Table 2 shows the average F1-Score for the six models tested on the dataset. These averages are the result of performing 5-fold cross validation on the dataset and show that with when using a TF-IDF vectorisation technique, the support vector machine has a significantly higher F1-score than the other five models. As a result, the SVM is the algorithm chosen for the experiments and associated outcomes in the rest of the paper.

Table 3. F1-Scores for classifying 6 models to the dataset using TF-IDF matrices

<table>
<thead>
<tr>
<th>Model</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Support Vector Machine</td>
<td>91.914</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>88.260</td>
</tr>
<tr>
<td>Stochastic Gradient Descent</td>
<td>85.690</td>
</tr>
<tr>
<td>Random Forest</td>
<td>81.303</td>
</tr>
<tr>
<td>Bernoulli Naïve-Bayes</td>
<td>73.226</td>
</tr>
<tr>
<td>Multinomial Naïve-Bayes</td>
<td>73.331</td>
</tr>
</tbody>
</table>
4.1. Classification

The goal of document classification is to accurately assign each document to an associated label. The method implemented within here focusses solely on the already existing information within each of the referral letters and no outside ontology. Metrics for determining classification accuracy are displayed in Table 3 using formulas taken from Sokolova and Lapalme [36]. The formulas used for these metrics are specific to representing micro-averaging within multiclass classification tasks, which provides the means to ascertain the ability of the linear support vector machine when carrying out a classification task. F-Measure combine precision and recall into a single metric. \( \beta \) is used to indicate the changing variable within the F-measure. Changes to this variable allow for higher weighting to be placed on the precision or recall values. This project uses the F-Measure with a \( \beta \) value of 1 (F1-Score) as precision and recall are equally important.

<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>Formula</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP - True Positive</td>
<td>( \sum_{i=1}^{n} t_{p_i} )</td>
<td>Number of documents correctly labelled as class ( i )</td>
</tr>
<tr>
<td>TN – True Negative</td>
<td>( \sum_{i=1}^{n} f_{n_i} )</td>
<td>Number of documents correctly not labelled as class ( i )</td>
</tr>
<tr>
<td>FP – False Positive</td>
<td>( \sum_{i=1}^{n} f_{p_i} )</td>
<td>Number of documents incorrectly labelled as class ( i )</td>
</tr>
<tr>
<td>FN – False Negative</td>
<td>( \sum_{i=1}^{n} f_{n_i} )</td>
<td>Number of documents incorrectly not labelled as class ( i )</td>
</tr>
<tr>
<td>Precision</td>
<td>( \frac{\sum_{i=1}^{n} t_{p_i}}{\sum_{i=1}^{n} (t_{p_i} + f_{p_i})} )</td>
<td>True positives over all documents labelled as positive for that class.</td>
</tr>
<tr>
<td>Recall (Sensitivity)</td>
<td>( \frac{\sum_{i=1}^{n} t_{p_i}}{\sum_{i=1}^{n} (t_{p_i} + f_{n_i})} )</td>
<td>True positives over all documents that belonged to that class.</td>
</tr>
<tr>
<td>F-Measure</td>
<td>( \frac{(\beta^2 + 1) \text{Precision} \beta \text{Recall}}{\beta^2 \text{Precision} + \text{Recall}} )</td>
<td>Micro averaged harmonic mean between precision and recall.</td>
</tr>
</tbody>
</table>

Section 2 discussed the transformation of referral letters into a semantic matrix using the tf-idf algorithm. The referral letters are written in full and not as a series of short medical terms, it is necessary to decide on a list of features to use within the dataset. Steps were taken to reduce the size of the vocabulary by implementing a minimum and maximum document frequency. The minimum frequency was set to 5 so that a feature needed to occur in at least 5 documents across the set. The maximum was set to 0.1, which results in any feature occurring in more than 10% of all documents to be considered unimportant and excluded. The range of n-grams captured as features was set between 1 and 3. This has been done as medical terms are known to exist in more than one-word phrases, and the surrounding context of a word can drastically change its meaning. The Linear SVM used implements the one vs rest heuristic method for multiclass classification with a value of 1 for the regularisation parameter, as discussed in section 3.

![Figure 1 Lime explanation for classifying referral letter to specialties.](image-url)

</nohighlight>
With the goal of the model being a support tool instead of a medical practitioner replacement, work has been carried out using a second, logistic regression-based classifier on top of the SVM to curate a matrix of probabilities related to the outcomes of the model used. Manual inspection was carried out on elements to determine if the errors occurred when multiple class were predicted with high probability or if one class was outweighing others significantly. Figure 2 provides an insight into how these results could be presented to a medical practitioner. Here, the python library lime [37] has been used to show an example of an initially misdirected referral letter.

5. Result
The results in Table 4 show the individual precision, recall and F\textsubscript{1}-Score for each class alongside accuracies for the overall dataset. The weighted average F\textsubscript{1}-score accounts for the class imbalance between the different labels. The results show that while the model achieves an accuracy of 92% across the data, there are a few classes wherein the model is unable to separate between the close links (orthopaedic and community orthopaedic as an example). Whilst these specialties deal with similar issues, the nature of what medical professional deals with and how the patients are treated afterwards in hospital requires them to be kept separated. However, as the goal of the research is to support medical practitioners, returning a short-list of potential specialties that a document belongs to alongside the reasonings for doing so is more beneficial and trustworthy than just a single outcome displayed to the user.

<table>
<thead>
<tr>
<th>Class</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiology</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
<td>682</td>
</tr>
<tr>
<td>Care of the elderly</td>
<td>0.87</td>
<td>0.66</td>
<td>0.75</td>
<td>59</td>
</tr>
<tr>
<td>Clinical immunology</td>
<td>0.9</td>
<td>0.86</td>
<td>0.88</td>
<td>88</td>
</tr>
<tr>
<td>Clinical neuro-physiology</td>
<td>0.89</td>
<td>0.73</td>
<td>0.8</td>
<td>44</td>
</tr>
<tr>
<td>Community orthopaedic</td>
<td>0.73</td>
<td>0.52</td>
<td>0.6</td>
<td>393</td>
</tr>
<tr>
<td>Dermatology</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>3017</td>
</tr>
<tr>
<td>Dietetics</td>
<td>0.96</td>
<td>0.92</td>
<td>0.94</td>
<td>346</td>
</tr>
<tr>
<td>Endocrinology</td>
<td>0.85</td>
<td>0.82</td>
<td>0.83</td>
<td>201</td>
</tr>
<tr>
<td>ENT</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
<td>2551</td>
</tr>
<tr>
<td>Gastroenterology</td>
<td>0.84</td>
<td>0.88</td>
<td>0.86</td>
<td>987</td>
</tr>
<tr>
<td>General Medicine</td>
<td>0.83</td>
<td>0.67</td>
<td>0.74</td>
<td>202</td>
</tr>
<tr>
<td>General Surgery</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>2875</td>
</tr>
<tr>
<td>Haematology</td>
<td>0.9</td>
<td>0.88</td>
<td>0.89</td>
<td>146</td>
</tr>
<tr>
<td>Nephrology</td>
<td>0.94</td>
<td>0.89</td>
<td>0.91</td>
<td>87</td>
</tr>
<tr>
<td>Ophthalmology</td>
<td>0.87</td>
<td>0.88</td>
<td>0.87</td>
<td>126</td>
</tr>
<tr>
<td>Oral/Maxillo facial surgery</td>
<td>0.9</td>
<td>0.79</td>
<td>0.84</td>
<td>218</td>
</tr>
<tr>
<td>Orthopaedic</td>
<td>0.86</td>
<td>0.92</td>
<td>0.89</td>
<td>2327</td>
</tr>
<tr>
<td>Paediatrics</td>
<td>0.9</td>
<td>0.77</td>
<td>0.83</td>
<td>741</td>
</tr>
<tr>
<td>Pain Management</td>
<td>0.85</td>
<td>0.76</td>
<td>0.8</td>
<td>147</td>
</tr>
<tr>
<td>Physiotherapy</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
<td>1348</td>
</tr>
<tr>
<td>Rapid diagnostic centre</td>
<td>0.91</td>
<td>0.32</td>
<td>0.48</td>
<td>31</td>
</tr>
<tr>
<td>Rehabilitation</td>
<td>0.92</td>
<td>0.88</td>
<td>0.9</td>
<td>128</td>
</tr>
<tr>
<td>Rheumatology</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
<td>430</td>
</tr>
<tr>
<td>Thoracic medicine</td>
<td>0.94</td>
<td>0.97</td>
<td>0.96</td>
<td>594</td>
</tr>
</tbody>
</table>
Table 6 Testing set accuracies of the LinearSVC whilst using TF-IDF vectorisation (continued).

<table>
<thead>
<tr>
<th>Specialty</th>
<th>0.95</th>
<th>0.98</th>
<th>0.96</th>
<th>1766</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urology</td>
<td>0.79</td>
<td>0.84</td>
<td>0.81</td>
<td>146</td>
</tr>
<tr>
<td>Vascular surgery</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>2024</td>
</tr>
<tr>
<td>Gynaecology</td>
<td>0.91</td>
<td>0.86</td>
<td>0.89</td>
<td>441</td>
</tr>
<tr>
<td>Neurology</td>
<td>0.88</td>
<td>0.78</td>
<td>0.82</td>
<td>81</td>
</tr>
<tr>
<td>Geriatric medicine</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>22226</td>
</tr>
<tr>
<td><strong>accuracy</strong></td>
<td></td>
<td></td>
<td></td>
<td>0.92</td>
</tr>
<tr>
<td><strong>macro average</strong></td>
<td>0.89</td>
<td>0.83</td>
<td>0.86</td>
<td>22226</td>
</tr>
<tr>
<td><strong>weighted average</strong></td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>22226</td>
</tr>
</tbody>
</table>

6. Discussion

Upon applying a calibration classifier as a mask over the initial linear support vector machine, it was found that for a large number of cases present within the dataset, a misclassification may be the result of the model failing to decipher the difference between two to three specialties. After extending the outcomes to include the top two probabilities, the accuracy rose from 91.8% (20402 documents) to 97.4% (21661 documents). Further extension to include the third outcome resulted in an accuracy value of 99% (21964 documents).

Figure 2 provides an example of the output from the python library lime [37] showing how a clinician’s referral letter has been classified by a machine learning model, which helps to explain reasoning behind the model’s choice of outcome. The output shows how the model has classified the data and that key indicators such as diet and bmi have the greatest influence on deciding that this particular letter belongs to dietetics. It also shows that other elements in the letter such as the word surgery and gastric band influence the model towards a different specialty (general surgery). The referral letter displayed was assigned to the general surgery specialty by the general practitioner. Had the general practitioner had access to alternatives suggested by their peers for similar cases then they may have made a different decision.

A manual inspection of cases where the system’s suggested specialism did not align with the actual referral letter included symptoms that suggested a different specialty to the one assigned by the medical professional. Document classification is and will continue to be an essential part of extending the usability of electronic health systems. Numerous documents are passed between personnel via clinical portals each day. The use of text-only fields within the letters can lead to missing or misinterpreted information within communications between GP and hospital consultant resulting in an avoidable iteration of the referral process.

The inclusion of the proposed system within processes adopted by NHS Wales or the wider medical community could reduce the amount of resources needed by hospital consultants and GPs when referring patients for specialist treatment. However, it is acknowledged that the scope of semantic context for any feature only extends to the words and phrases captured by the TF-IDF vectorizer, which may result in the loss of contextual information held elsewhere in the sentence.

6.1. Future work

The next goal is to produce an interface for medical professionals without the need of including an external visualisation library such as lime to decipher the outcomes of the models, which can then go to clinical trial. In parallel, the work will be extended to include pretrained Deep Learning models such as Google’s BERT. Also, the inclusion of named entity recognition (NER) [38] can be included in the pipeline to reduce the overall size of the vocabulary by grouping variations of the same feature together [39].

7. Conclusion

Here, the authors reported on the application of a well-established and understood classification method to identify specialties within a previously unexplored dataset consisting of NHS Wales GP referral letters. The approach taken is explained in detail to help others apply the approach to a similar dataset. The reported method does not require the inclusion of ontologies and, as such, has the advantage of relying solely upon the documents themselves (see Section 4.1) whilst minimising the system architecture size. The paper addresses the means to translate plain text into a semantic matrix comprising of document vectors and an associated vocabulary of features. The proposed system employs a one-versus-rest heuristic strategy using an SVM to convert a multi-class classification problem into several individual binary classifications. The system’s first choice aligned with that of the medical professional in 91.8% of cases, which increased to 99% with the inclusion of the two nearest neighbours. As the goal here is to
provide a decision support system and in no way replace the medical professional, the system’s capacity for
drawing on and presenting comparable outcomes to the user strongly suggests that this type of system can help
inform decision making and contribute to the overall efficacy of the medical pipeline.
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