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Classification methods are a popular method applied in many various fields of 

science. This research proposed a comparison of classification methods using 

regional GDP data for 2019-2020, before and during the COVID-19 pandemic, by 

predictor variables; percentage of workers, foreign direct investment (PMA), 

regional revenue (PAD), general allocation fund (DAU), revenue sharing fund 

(DBH), and the dummy of COVID-19.  Economic growth, most commonly using 

a gross regional domestic product, is experiencing a recession or acceleration, 

especially before and during the COVID-19 pandemic. To represent the effect of 

predictor factors on categorical response variables, different machine learning 

classification algorithms are used, namely logistic regression, neural network 

(NN), random forest, support vector machine (SVM), and bayesian model 

averaging (BMA). Every classifier has its unique characteristic, performing well 

in certain datasets but not in others. Hence, it is always a quest to find the best 

classifier to use for a certain dataset. The results are that all selected machine 

learning models can classify the regional GDP growth perfectly for the training 

data, but, NN model outperforms the other methods with an accuracy of 100% in 

training and testing data. COVID-19 and the PMA are the most significant 

variables predicting regional GDP growth for all models. Further research relating 

to interpretable machine learning, such as feature interaction, global surrogate, 

and Shapley values, is also necessary to predict regional GDP growth using 

machine learning methods. 
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1. Introduction 

Classification is a data mining technicality that specifies classes to a data set to help with predictions 

and analysis. The classification is also a function to extract data in a group to base classes or groups. A 

classification task starts with a data group whose category tasks do know. The classification aims to 

truly predict the targeted status in the data and discover how that set of attributes reaches its conclusion 

[1]. Classification methods categorize data to use at their highest level of effectiveness and efficiency [2]. 
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Classification methods are a popular method applied in many various fields of science. Training data is 

used in classification models to develop a classification model that predicts the class label for a new 

sample. Classification model outputs might be discrete, as in a decision tree classifier, or continuous, as 

in a Naive Bayes classifier [3]. 

Logistic regression, neural network (NN), random forest, support vector machine (SVM), and 

bayesian model averaging (BMA) are some of the machine learning classification approaches used to 

model the effect of predictor variables on categorical response variables. Every classifier has its unique 

characteristic, performing well in certain datasets but not in others. Hence, it is always a quest to find 

the best classifier to use for a certain dataset [4]–[7]. For example, the random forest can reduce over-

fitting, and its classifier is more accurate than decision trees in most cases. Also, it can give a probability 

over the prediction, whereas SVM cannot provide. Still, it is slow real-time prediction, challenging to 

implement, and has a complex algorithm. Another example is logistic regression and SVM. SVM 

handles outliers better as it derives maximum margin solution, and hinge loss in SVM outperforms log 

loss in LR [2]. 

Many applications in various fields of science apply classification methods. One of them is the 

economic field. Over time, the rate of economic growth is the most important factor in determining a 

region's economic performance [8]. To determine national economic growth, the Gross Domestic 

Product (GDP) value at constant prices is used. GDP is the total worth of goods and services generated 

in a certain economic sector during a given period. There's also Gross Regional Domestic Product, one 

of the essential metrics for determining a country's economic situation throughout time, both at current 

prices and at constant prices [9]. If the amount of products and services produced increased, the 

economy would grow. Every country and region wants a high and stable rate of economic growth. It 

will also benefit society's overall welfare and prosperity [10]. Regional GDP is also used as a 

macroeconomic indicator to evaluate economic performance and formulate various policies. 

Political factors and government policies significantly impact regional GDP over time. But, in 

early 2020, there was a pandemic caused by a virus that affected many sectors in Indonesia. It is called 

Coronavirus disease (COVID-19) that caused by SARS-COV2. The outbreak started in China, late 2019, 

then spread worldwide, including Indonesia [11]. From 30 December to 5 July, over 184 million COVID-

19 cases have been reported globally and over 2.2 million COVID-19 cases in Indonesia [12]. This virus 

spreads person-to-person so rapidly that many countries, including Indonesia, have implemented 

lockdown policies. As a result of the policies made by the spread of COVID-19, in Quarter II-2020, the 

Indonesian economy's GDP was only IDR 3,687.7 trillion and IDR 2,589.6 trillion, respectively, based on 

current and constant prices. Economic growth in the second quarter of 2020 contracted by -5.32 percent 

compared to the first quarter of 2020 and by -4.19 percent compared to the first quarter of 2020. This 

economic growth contraction has significant monetary worth. Meanwhile, cumulatively in Semester I 

2019, growth contracted by -1.26% [13]. Based on this data, it can be seen that Indonesia's economic 

growth experienced a negative change in 2020. 

Regional GDP data from the Central Bureau of Statistics (BPS) repository has been used by several 

researchers in studies related to machine learning classification or modeling [14]–[20].  Nasution and 

Matondang analyze the problem in North Sumatra Province's agricultural sector, which has the largest 

land area but is not the largest employer of workers. The purpose of this study is to examine the impact 

of leading sector workers on North Sumatra Province's regional GDP [14]. Panel data regression 

analysis of pooled data is used in this qualitative research. The study explains that the leading sector 

workers affect the regional GDP of North Sumatra Province. However, the current study only considers 

one variable. Malau and Loren used three variables to predict regional GDP: workers, investment, and 

exports [19]. These factors suspected can increase the regional GDP. The study concluded that 

investment and exports have no partial effect on regional GDP, but workers partially affect regional 
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GDP. Furthermore, according to the findings, future studies should collect more data with more 

variables for analysis. The regional GDP values were used by Muchisha et al. to predict real-time 

regional GDP growth, whether the region would be experiencing a recession or accelerate [15]. It used 

18 variables, including quarterly macroeconomic and financial market indicators such as foreign direct 

investments. The researchers compared the performance of six popular machine learning algorithms; 

random forest, LASSO, ridge, elastic net, neural networks, and support vector machines, in forecasting 

GDP growth in real-time from 2013:Q3 to 2019:Q4. The results showed that all these models' 

performance outperformed the time series model. The individual model that showed the best 

performance is Random Forest. The effect of workers, domestic investment, foreign direct investment, 

and government expenditure on regional GDP in the Eastern Indonesia Region are analyzed by 

Istiqomah et al. [16]. This study used regression on panel data from 12 provinces from 2011 to 2016 and 

discovered that workers, domestic investment, foreign direct investment, and government expenditure 

all have a positive and significant impact on regional GDP, implying that all independent variables 

contributed to the region's economic growth. 

Several effects of regional revenue and revenue sharing funds were proposed by Sri and Suyana 

to predict economic conditions [17]. The research was performed at the University of Udayana, Bali, 

where those variables were used to predict capital expenditure, welfare communities, and economic 

performance using regional GDP separately. They found that regional revenue positively affects capital 

expenditure, but revenue sharing funds have no significant effect during 2010-2017. But, both of them 

positively affect economic performance and the welfare communities. They concluded that various 

improvements might be made in future studies, such as the data sample and variables used.  

The data analysis technique used the Panel Vector Error Correction Model (PVECM) and the 

Panel Granger Causality Test to determine the relationship between economic growth, using regional 

GDP, and local revenue components, such as regional tax revenue, regional retribution revenue, 

regional wealth revenue, and other legitimate revenue was proposed by Susanto and Sugiyanto [20]. 

They used panel data from 2005 to 2015 of 35 regencies and cities in Central Java. As a result, tax 

revenue, retribution revenue, and regional revenue from the previous year have a positive and 

significant impact on economic growth. In contrast, regional wealth revenue has a negative and 

significant impact on economic growth. However, the data used in this study had a substantial variance 

in the regional revenue structure's composition. 

A study about economic growth before and during the COVID-19 pandemic was proposed by 

Anisah [18], where the data was cross-section with individual districts or cities in West Java Province 

and the three investment variables. The three investment variables are foreign direct investment, 

domestic direct investment, and government capital   expenditures before and during the COVID-19 

pandemic. The results explain that the pandemic has reduced foreign direct investment and government 

capital expenditure. On the other hand, it was increased domestic direct investment related to the new 

businesses that related to the handling of the COVID-19 pandemic. Before the pandemic, the real impact 

of foreign direct investment came from the first and second years after investment. In contrast, the real 

impact came from three years after investing in foreign direct investment during the COVID-19 

pandemic. 

However, existing studies rarely use classification methods to determine regional GDP is 

experiencing a recession or acceleration. Also, there are still very few studies related to regional GDP 

before and during the COVID-19 pandemic. So that an analysis of the classification method will be 

carried out using regional GDP data for 2019-2020, before and during the COVID-19 pandemic. This 

paper is organized as follows. The next section described the data and methods we used, followed by 

the result and discussion. In the final section, we provide the conclusion and recommendation for future 

research. 
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2. Methods 

2.1 Data Source 

This study used secondary data from the Central Bureau of Statistics (BPS) Indonesia. We use data in 

2019 and 2020. Data for 2019 depicts conditions before COVID-19, and data for 2020 depicts conditions 

during COVID-19. The sample unit is a province in Indonesia in two years, consisting of 34 provinces. 

Thus, the number of observations is 68. We split the data into training data and testing data with a ratio 

of 70:30 randomly. 

 

2.2 Data Description 

This study's response variable (Y) is regional GDP, where category 1 denotes a negative regional GDP 

and 0 denotes a positive regional GDP. The variables employed in this study were response and 

explanatory variables. We use the following explanatory variables since these variables are significantly 

related to the economic growth in the previous research [17], [20]. The following are the explanatory 

variables used in this study: the percentage of workers, residents who work with the main job status as 

trying to be assisted by permanent workers/paid workers and workers/employees/employees; foreign 

direct investment (PMA), investment activities to conduct business in the territory of the Republic of 

Indonesia carried out by foreign investors, whether using foreign capital fully, or in joint ventures with 

domestic investors; regional revenue (PAD), consisting of regional taxes, regional levies, share of BUMD 

profits, revenues from agencies, and other revenues; general allocation fund (DAU), funds originating 

from APBN revenues allocated to regions with the goal of equitable distribution of financial capacity 

among regions to fund regional needs in the context of implementing decentralization; revenue-sharing 

fund (DBH), funds originating from APBN revenues allocated to regions based on a certain percentage 

to fund regional needs in the context of implementing decentralization [17], [20]; and dummy cases of 

COVID-19, with a value of 0 for no cases of COVID-19 and 1 for existing cases of COVID-19. 

 

2.3     Binary Logistic Regression 

Binary logistic regression is a statistical modeling technique that uses explanatory variables to predict 

binary response variables. These binary forms by categorical data, commonly "success" or "failure," and 

interpreted by odds ratio. In logistic regression, we used a sigmoid function instead of a linear function. 

The sigmoid function is able to map the predicted values to probabilities. Hence, the output is range 

from 0 to 1. We can classify the observation as a success if the probability is more than 0.5. The formula 

for the logistic regression probability is shown in equation 1 [21]. 

0 1

0 1

exp( )
( )

1 exp( )

x
x

x

 


 

+
=

+ +
           (1) 

where, is the estimating parameter for the explanatory or independent variable, and   is the probability 

of “success” category on the dependent variable. 

The null hypothesis of the overall model states that all regression coefficients are zero. Rejection of this 

null hypothesis implies that at least one regression coefficient is non-zero meaning the logistic 

regression equation in (1) able to predict the probability of the regional GDP status. 

2.4       Neural Network 

Neural network is one of the flexible nonlinear methods that apply the biological system concept. This 

study used a feedforward neural network consisting of the input layer, hidden layer, and output layer. 

The neuron in the hidden layer receives the information from the input layer, and then the obtained 

value is sent to the output layer. The neural network model that consists of p input and m neuron in 

one hidden layer can be expressed as the following equation.
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where 1
g

, 2
g

 are the activation functions,  w  are the estimated parameters that connect the input to the 

hidden layer, v  are the estimated parameters that connect the hidden to the output [22]. 

2.5  Random Forest 

Random forest is a popular classification method developed from the decision tree, which Breiman first 

introduced in 2001. Many classification trees were produced in the random forest to obtain accurate 

predictions through majority voting. Each tree is computed independently using several predictor 

variables. We can arrange the number of trees and the number of subset variables used in the sample 

selection [23]. The algorithm of the random forest method is: 

a. Select the sample dataset using the bootstrap sample. 

b. In each dataset, compute the classification tree using several subset predictor variables. 

c. Calculate the prediction result using the classification tree. 

d. Repeat until the number of the tree is reached and produce a forest. 

e. Compute the final prediction using majority voting from all classification trees. 

2.6.  Support Vector Machine (SVM) 

SVM is a machine learning technique that employs a technique for determining a classifier function 

capable of classifying data into two distinct classes [24]. SVMs used kernel functions to transform non-

linear classifiers in the input space to a higher dimension (feature space). The kernel function is a 

function that maps data to a higher-dimensional space to give the data a more structured appearance 

and make it easier to separate [25]. Some kernel functions that can be used are shown in Table 1 [26]. 

Table 1 Kernel Function SVM 

Kernel Function 

Linier ( )x,x x xT TK =  

Polynomial ( ) ( )x,x x x 1
p

T TK = +  

Radial Basis Function ( )
2

2

1
x ,x exp x ,x

2
t u t uK



 
= − 

 
 

Sigmoid ( ) ( )x,x tanh x xT TK r=  +  

 

2.7  Bayesian Model Averaging (BMA) 

BMA is a technique for predicting the best model by averaging the posterior distributions of all possible 

models. By combining several models, BMA accounts for model uncertainty [27]. Let  be the value to 

be predicted and 1,..., qM M
 represents the entire model to be formed, the posterior distribution of the 

Y data can be written as equation (3). 

 
( ) ( ) ( )
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The posterior probability for the kM
 model is 
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where, the marginal likelihood of M_k model is 

 
( ) ( ) ( )Pr Pr , Prk k k k k kY M Y M M d  =      (4) 

with k  vector of parameter model, 
( )Pr k kM

 is prior density of k  in kM  model, 
( )Pr ,k kY M

 is 

likelihood, and 
( )Pr kM

 is prior probability if kM  is the right model [28]. The posterior mean ∆ is given 

as follows in equation (6). 
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0

Pr ,
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E Y M Y E M Y
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( )E Y
 shows the weighted expectation value ∆ for each possible combination model (weight is 

determined by priors and models) [28]. 

2.8  Evaluation Criteria 

The most frequently used evaluation criteria in the literature on data classification is accuracy. Accuracy 

is the ratio of true (positive and negative) predictions to the overall data. In GDP data, the data classes 

are balanced so that the measurement of model evaluation using accuracy is sufficient to measure the 

model's goodness [3]. The formula to calculate accuracy shown in equation (7). 

 

TP TN
Accuracy

Total

+
=

     (6) 

where, TN is true negative (refers to correctly classified negative classes), and TP is true positive (refers 

to correctly classified positive classes) [29]. Positive classes correspond to the negative value of GDP, 

while negative classes correspond to the positive value of GDP. 

3. Results 

In this section, you present your findings. Typically, the Results section contains only the findings, not 

any explanation of or commentary on the findings (see below).  

3.1  Data Exploration 

The predictor variables relating to the economic condition are workers, PMA, PAD, DAU, and DBH. 

We used a boxplot to compare the value of these variables in the condition of economic decline. The 

economic decline is denoted by Y=1, and Y=0 denotes the economic improvement. We have 32 provinces 

that experienced negative RGDP growth. As the total number of observations is 68 provinces, the ratio 

of event and the non-event is equal to 1:1.125. Thus, the two classes of the data are balanced. The 

characteristics of the economic predictor variables can be visualized in Figure 1.
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Figure 1 The characteristic of Economic Predictor Variables 

The workers and PMA describe the meaningful difference in the two conditions. The lower number of 

workers is leading to the economic decline. The amount of PMA also indicated a similar conclusion, the 

province with the lower PMA are tend to experienced economic decline. This characteristic is in line 

with the fact that the number of workers and foreign investment are able to improve the economic 

condition. Compared with the other variables, the DBH variable is the most powerless predictor 

variable in differentiating the two categories of GDP growth. 

3.2  Binary Logistic Regression 

Before modeling regional GDP, multicollinearity assumption must be checked on the training data 

between each explanatory variable 1 2 5, ,...,x x x
. The multicollinearity will occur if the VIF value is 

above 10 stated by Schober et al. [30]. The VIF shows that all variables have less than 10 VIF value. 

Therefore, binary logistic regression using all explanatory variables can be continued. The modeling 

output of the logistic regression shown in equation (8). 

 

1 2 6(1)

1 2 6(1)

exp( 4.551 0.008 0.001 )
( )

1 exp( 4.551 0.008 0.001 )

7.517

7.517

x x x
x

x x x


− −
=

+ − −

− +

− +
   (7) 

The model was transform into a natural log of the odds ratio shown in equation (9). 

 
1 2 6(1)

( )

( )1
ln 4.551 0.008 0.001 7.517

x

x

x x x



=

−

 
− − − + 

     (8) 

Based on the simultaneous Likelihood Ratio Test, the value of G with a significance level (sig) 0.000 

means that H0 is rejected. It means that at least one component affects the response variable. The Wald 

Chi-Square statistics were used as the test for the unique contribution of each explanatory variable. The 

test shows that only two of six explanatory variables significantly affect the response variable. PMA and 

existing cases of COVID-19 have a significance value of 0.089 and 0.002 or less than 0.1 as standards for 

statistical significance. The logistic regression output is shown in Table 2.
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Table 2 Logistic Regression Output 

Variables B Sig. Exp(B) 

Workers -0.008 0.921 0.992 

PMA -0.001 0.089 0.999 

PAD 0.000 0.910 1.000 

DAU 0.000 0.458 1.000 

DBH 0.000 0.479 1.000 

COVID-19(1) 7.517 0.002 0.002 

Constant -4.551 0.295 0.011 

The accuracy value of the classification training data logistic regression model is 95.83 percent. 

Respectively, the accuracy of testing data and miss classification values were 95 percent and 5 percent. 

The 0.999 odds ratio for PMA indicates that for each one-point increase, the odds of the recession of the 

regional GDP increase by a multiplicative factor of 0.999. In summary, binary logistic regression results 

show that existing cases of COVID-19 are related to regional GDP status. The likelihood of a regional 

GDP is experiencing a recession positively related to existing cases of COVID-19. 

3.3  Neural Network 

In neural network modeling, we used the logistic sigmoid as activation function, standardized 

preprocessing for the input variables, one hidden layer consisting of several neurons. We replicated the 

architecture using different initial values ten times. The result of each replication on the different 

number of neurons is shown in Table 3. 

Table 3 The Accuracy for Neural Network Models 

Data Rep 
Neuron 

1 2 3 4 5 10 15 

Train 1 96% 100% 98% 100% 100% 100% 100% 

 2 98% 98% 100% 98% 100% 100% 100% 

 3 98% 96% 98% 100% 100% 100% 100% 

 4 98% 98% 100% 100% 100% 100% 100% 

 5 96% 100% 100% 100% 100% 100% 100% 

 6 98% 98% 100% 100% 100% 100% 100% 

 7 94% 98% 100% 98% 100% 100% 100% 

 8 98% 96% 98% 100% 100% 100% 100% 

 9 96% 98% 96% 100% 100% 100% 100% 
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 10 96% 100% 100% 100% 100% 100% 100% 

Test 1 95% 95% 75% 90% 90% 100% 85% 

 2 95% 95% 85% 85% 90% 90% 95% 

 3 90% 95% 90% 90% 90% 90% 90% 

 4 90% 85% 90% 90% 80% 90% 85% 

 5 95% 90% 90% 85% 95% 85% 85% 

 6 90% 85% 85% 95% 100% 95% 85% 

 7 95% 95% 90% 95% 90% 85% 85% 

 8 90% 95% 85% 95% 90% 90% 85% 

 9 95% 90% 65% 90% 90% 90% 95% 

 10 95% 95% 95% 80% 90% 85% 90% 

Table 3 exhibits that the more neurons used in the model will result in the higher accuracy for training 

data. Architecture with more than five neurons results in the perfect accuracy for all replication in 

training data. This common issue can lead to over-fitting problems. Thus we select the best architecture 

by considering the best accuracy in testing data with the most parsimonious architecture. The highest 

accuracy for testing data, with the smallest number of neurons, is obtained from the five neurons in the 

6th replication. Then, we analyze the feature importance of the best architecture using permutation 

feature importance, as in Figure 2. 

 

Figure 2 Feature Important Neural Network 

The most important feature in predicting the regional GDP growth is the incident of COVID-19. We 

have Foreign Direct Investment (PMA) as the most important feature in macroeconomic variables. The 

importance of DAU is close to zero, which means that permuting the value of this variable was not 

affected the classification accuracy of the model.
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3.4  Random Forest 

The parameter configurations for the random forest model are obtained by combining the number of 

trees and the number of subset variables used in each tree. We tune the number of trees for 500, 1000, 

and 2000 as Statnikov suggested [31]. The accuracy of each tree using each number of variables is 

described by Table 4. 

Table 4 The Accuracy for Random Forest Model 

Data 
Number of 

Variable 

Tree 

500 1000 2000 

Train 1 100% 100% 100% 

 2 100% 100% 100% 

 3 100% 100% 100% 

Test 1 95% 95% 95% 

 2 95% 95% 95% 

 3 95% 95% 95% 

Since all the combinations of the number of trees and the number of variables result in identical 

accuracy, we select the 500 trees. The number of variables we used is two since Statnikov is suggested 

the number of subset variables is equal to the square root of the total number of predictor variables [31]. 

Using this configuration, we can extract the variable importance through the mean decrease accuracy 

for all variables. 

 

Figure 3 Mean Decrease Accuracy of Random Forest Model COVID 

A huge decrease in accuracy exists for the COVID-19 variable. In addition, the most important economic 

predictor variable is PMA, which can decrease the accuracy by 0.5% when the value of this predictor 

variable is permuted.
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3.5  Support Vector Machine 

We use linear, polynomial, radial basis function, and sigmoid kernels in SVM modeling. In each kernel, 

parameter optimization is performed using a grid search. Table 5 shows the accuracy of each kernel 

with the most optimal parameters. 

Table 5 The Accuracy of SVM With Different Kernel 

Kernel Parameter 
Accuracy 

Train Test 

Linear Cost : 0.1 93.75% 95% 

Polynomial Cost :100, Degree : 3 100% 95% 

RBF Cost : 5 97.92% 95% 

Sigmoid Cost : 1 93.75% 95% 

Table 5 revealed that the best kernel in SVM to separate the regional GDP class into two classes is a 

polynomial kernel, with accuracy in train data is perfect and in the test data 95%. Them, we conduct the 

feature importance of the best kernel result using permutation feature importance, as in Figure 4. Using 

SVM with kernel Polynomial, the essential feature in predicting the GDP growth is the COVID-19 

pandemic. The other features have a negligible impact showing that the importance is close to zero, 

which means that permuting the value of this variable did not affect the model's classification accuracy. 

 

Figure 4 Feature Important SVM Using Kernel Polynomial 

3.6  Bayesian Model Averaging 

The BMA approach considers all possible combinations of sixvariables. Thus, regardless of the 

interaction between variables, there are 26 = 64 models to predict the classes of regional GDP. The 

posterior probabilities of 
( 0 | )iPr b D

, ( | )E b D  and ( | )SD b D  of the remaining predictor variables 

in the last iteration are shown in Table 6. 

The Table 6 column 
( 0 | )iPr b D

 shows the posterior probability that the coefficient is not equal to 

zero. Whereas ( | )E b D  shows the posterior mean of the coefficient or the value we expect in the BMA
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model, the posterior standard deviation shows the posterior SD, or standard deviation, giving a 

measure of the coefficient of variability. Based on Table 6, the highest posterior probability are COVID-

19 and PMA. Variables with a high posterior probability of 
( 0 | )iPr b D

 are important variables for 

predicting regional GDP. Variable COVID-19 is a variable with the highest posterior probability value 

so that the COVID-19 can be said to be the most crucial variable. 

Table 6 Posterior Probability Selected Variables 

Predictor Pr(bi ≠ 0 |D) (%) E(b|D) SD (b|D) 

Intercept 100 -3.20 1.436 

Workers 6.9 -1.776 ∙ 10-3 1.709 ∙ 10-2 

PMA 26.6 -2.126 ∙ 10-4 4.823 ∙ 10-5 

PAD 13.1 7.453 ∙ 10-6 3.232 ∙ 10-5 

DAU 13.9 9.306 ∙ 10-6 3.366 ∙ 10-5 

DBH 10.2 9.716 ∙ 10-6 5.663 ∙ 10-5 

COVID-

19(1) 
100 5.781 1.437 

The posterior probability of the variable is obtained by summing up the posterior probability of the 

model for each variable included in the model. Table 7 again confirms that the COVID-19 is a predictor 

in almost all models. It shows that the COVID-19 results in a highly variable posterior probability 

because it is included in many models. The results of selecting the best model are presented in Table 7. 

 

 

Table 7 Selected Model Using BMA 

Variable Model 1 Model 2 Model 3 Model 4 Model 5 

Intercept -3.135 -2.774 -4.084 -3.447 -2.074 

Workers - - - - -0.0257 

PMA - -5.114 ∙ 10-4 - - - 

PAD - - - - - 

DAU - - 5.571 ∙ 10-5 - - 

DBH - - - 6.76 ∙ 10-5 - 

COVID-19(1) 5.533 5.809 6.032 5.676 5.543 

n 1 2 2 2 2 

BIC -156 -153.4 -152.9 -152.3 -152.3 
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PMP 0.437 0.122 0.092 0.071 0.069 

Table 7 shows the model with the highest posterior model probability (PMP) of only 43.7% out of the 

total posterior probability, indicating that the model's uncertainty is quite high. Model 1 with PMP 0.437 

indicates that Model 1 contributes 43.7% of the total posterior probability. Likewise, model 2 contributes 

12.2% of the total posterior probability. 

In term of contribution of each predictor variable, the COVID-19 contributes to five selected models so 

that it has an enormous influence on the response variable. Therefore, the COVID-19 has a significant 

posterior probability. PMA has the second-largest contribution compared to other variables even 

though it only appears in model 2. While other variables only contribute to one model with low PMP, 

meaning that the influence of these variables are quite small. Based on the value of Bayesian Information 

Criterion (BIC), the first model and the second model are the models that have the smallest BIC, 

indicating that the first and the second models fit better than other models. BIC shows the goodness of 

fit of a model. The smaller the BIC value, the better the model formed. 

The visualization of variables and selected models using the BMA is shown in Figure 5. In Figure 5, the 

selected variable by BMA is shown on the vertical axis, and the selected BMA model is displayed on the 

horizontal axis. Models are sorted in order based on the largest to smallest posterior model (PMP) 

probability from left to right. The heatmap shows that the COVID-19 as a predictor variable in all 

models. The blue color indicates that the coefficient is negative, and the red color indicates the coefficient 

in the model is positive. The COVID-19 variable has a red color, meaning that the COVID-19 variable 

makes predictions towards class 1, which in this case means a slowdown in regional GDP. 

Figure 5 Selected Variables and Models with BMA 

3.7  Comparison 

Model selection in predicting the growth of regional GDP is based on the best accuracy in testing data. 

In case the accuracy results in the same performance, we also consider the accuracy of the training data.   
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Table 8 The Accuracy for All Methods 

Method* 
Accuracy 

Variable 

Importance 
Train Test 

LR 95.83% 95.00% COVID, PMA 

BMA 93.75% 95.00% COVID, PMA 

SVM 100.00% 95.00% COVID 

NN 100.00% 100.00% COVID, PMA 

RF 100.00% 95.00% COVID, PMA 

*LR=Logistic Regression, BMA= Bayesian Model Averaging, SVM= Support Vector Machine, 

NN=Neural Network, RF=Random Forest 

As in Table 8, the prediction accuracy of all five classifiers is quite impressive across the board, with all 

five of them classifying the regional GDP correctly over 90%. The most significant variables are the 

occurrence of COVID-19 and PMA as an economic variable. This result is in line with the previous 

research conducted by Muchisha et al. [15], Istiqomah et al. [16], and Anisah [18]. It was also suitable 

with the data exploration, where the PMA variable is able to differentiate two classes in GDP growth. 

The higher PMA of a province, the lower probability the province would experience an economic 

decline. The neural network has a slightly higher training and testing data accuracy than the other four 

contenders, which can perfectly classify regional GDP growth for training and testing data. The 

important variables in the neural network model are also consistent with other methods, that is, COVID-

19 and PMA. Therefore, the neural network models have satisfying performance and appropriately 

explain the important variable. The machine learning methods are able to be interpreted through 

permutation feature importance. Supported by the excellent performance, the machine learning method 

is promising to be applied in various fields. 

4. Conclussion 

This section involves describing the results obtained from the research and drawing similarities and 

differences between the research and previous others from methods, data, and results.  

This study employed several classical and machine learning approaches to predict regional GDP 

growth. The regional GDP growth is classified into two classes. The first class is the condition of positive 

regional GDP growth, which implies the improvement in regional GDP. The second class is the 

condition of negative regional GDP growth, which means the decline in the economy. The methods 

used to classify regional GDP growth are binary logistic regression, bayesian model averaging, support 

vector machine, neural network, and random forest. We found that all the selected machine learning 

models are able to classify the regional GDP growth perfectly for the training data. The neural network 

model outperforms the other methods with an accuracy of 100% in training and testing data. We can 

get the important variable directly from the parameter estimation process in the classical methods. In 

addition, the permutation process provides the important variables in machine learning methods. The 

important variable for all methods provides a similar result. COVID-19 and the PMA variable are the 

most important variables in predicting regional GDP growth. 

In conclusion, machine learning methods are able to be interpreted through the permutation process 

with the appropriate results. Supported by the excellent performance, the machine learning method is 

promising to be applied in various fields. However, we are not able to test the statistical significance of



Volume 7 Issue 2 - July 2023 - pp. 51-68    https://doi.org/10.32734/jocai.v7.i2-10507 

Page 65 of 67 

 

the input variable to the output variable. Further research relating to interpretable machine learning, 

such as feature interaction, global surrogate, and Shapley values, is also necessary to predict regional 

GDP growth using machine learning methods [32]. The use of fuzzy algorithm can also be applied to 

the machine learning methods [33], [34]. In addition, the application of big data, including time series 

dataset along with the appropriate methods can be promising [35]–[37]. 

However, describe whether the problems have been researched successfully according to the objectives 

using the proposed methods. This should involve the description of the analysis conducted, cause and 

benchmark of success/failure, and the unfinished part of the research followed with the steps to be taken 

as follow up process. 
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