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Over the past several decades, interest in metaheuristic approaches to address 

job-shop scheduling problems (JSSPs) has increased due to the ability of these 

approaches to generate solutions which are better than those generated from 

heuristics alone. This article provides a significant attention on reviewing 

state-of-the-art metaheuristic approaches that have been developed to solve 

JSSPs. These approaches are analysed with respect to three steps: (i) 

preprocessing, (ii) initialization procedures and (iii) improvement 

algorithms. Through this review, the paper highlights the gaps in the 

literature and potential avenues for further research. 
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1. Introduction 

The ability to make timely, effective decisions is one of the most important issues faced in 

manufacturing; slow or poor decisions increase production costs. Thus, good and timely decisions 

based on optimal scheduling of the production process with regards to limited available resources 

constitute a key factor in the efficient control of production. The job-shop scheduling problem (JSSP) 

is an important decision problem facing those involved in the fields of industry, economics and 

management. This problem is a class of combinational optimization problem known as the NP-hard 

problem [1]. From the mid-fifties onwards, many researchers have been interested in expanding the 

theoretical models of the JSSP and have introduced algorithms to solve them. Among these, some 

have tried to review, categorize and analyse the various methodologies applied to the JSSP. [2] is 
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the fundamental work that first reviewed the proposed methodologies for the JSSP. Later, [3] 

revisited the JSSP as one of the production scheduling problems. Nearly two decades later, exact  

methods and hybrid techniques, as iterated local search algorithms, were reviewed by [4]. They 

developed guidelines on the features that should be included to make a suitable job-shop scheduling 

system. Thereafter, several other researchers reviewed and analysed available methodologies for 

the JSSP [5]-[9]. Following on from the work of such authors, this paper aims to provide a review of 

the literature on JSSPs, paying particular attention to metaheuristic approaches due to the ability of 

these approaches to generate solutions for the JSSP which are better than those generated from 

heuristics alone. 

The remain of the paper is organized as follows: Section 2 presents a discussion of the approaches 

applied to JSSPs and is followed by section 3 which consists of a summary highlighting the effective 

features that could be considered in future works.  

 

2. Methodologies Applied To The JSSP 

Research on JSSP solutions began in the mid-fifties with the proposing of some exact methods. 

Thereafter, researchers focused on heuristic and metaheuristic algorithms. The purpose of this 

section is to provide an overview of these exact methods (section 2.1) and the heuristic algorithms 

(section 2.2) and also to review the latest metaheuristic trends (section 2.3) for solving the crisp JSSP, 

where there has been a significant tendency towards pre-processing, initialization and improvement 

procedures. To achieve this purpose, 135 research studies on JSSP were investigated. These studies 

were the most cited in the literature and were all published in renowned academic journal hence 

they are considered a reliable statistical population upon which to base an informed assessment of 

state-of-the-art metaheuristics. The methodologies applied to the JSSP which are discussed below 

are presented in Figure 1.  

 

2.1 Exact Methods  

Exact algorithms are guaranteed to find every small-size instance of a JSSP in bounded time. 

Unfortunately, for the real large-scale application of JSSPs, which are NP-hard, no algorithms exist 

that can solve them in polynomial time. Therefore, exact algorithms need exponential computation 

time in most cases, which leads to an impractical computational burden for these problems. The 

family of exact methods is extremely large, but the most common exact methods for crisp JSSPs are 

branch and bound algorithms and mixed integer programming. The most effective exact methods 

to solve the crisp JSSP are branch and bound algorithms [10]-[13]. They have been designed based 

on exploring specific information about the critical path of the problem. Although these algorithms 

guarantee the finding of an optimal solution for a JSSP, they are very slow in optimizing the 

problem. Their main disadvantage is the lack of effective lower bounds to cut the branches of the 

tree as early as possible and reduce the computational time required. Some researchers have tried 

to improve the lower bounds [13]-[16]. It should also be mentioned here that the combination of 

branch and bound techniques with metaheuristic strategies to develop advanced hybrid algorithms 

is an emerging area of study in this respect [17],[18]. 
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FIGURE 1.  Methodologies Applied to the JSSP 

 

With regards to the formulation of integer programming [19], one of the earliest works that 

proposed an exact method using this approach was that of [20].  A very efficient method was 

proposed by [23], which has remained the best performing exact method for several years. 

2.2 Heuristic Algorithm 

As mentioned above, the implementation of exact methods to solve JSSPs often leads to 

unreasonable computational times. This disadvantage led most researchers to consider 

approximation methods for JSSPs. These methods are able to get near-optimum solutions in 

reasonable computational times, although approximation methods cannot guarantee the finding of 

optimal solutions. Approximation algorithms are classified into heuristic [24] and metaheuristic 

[25] algorithms. The term ‘heuristic’ derives from the Greek verb heuriskein which means ‘to find’ 

and the suffix meta which means ‘beyond an upper level’. A heuristic to solve the JSSP was first 

proposed by [26] who generalized Johnson’s rule [27] for flow-shop scheduling problems and 

applied it to the two-machine JSSP. Thereafter, a large number of heuristic methods w ere proposed 

based on dispatching rules [28]-[38]. A dispatching rule is a rule that prioritizes those unscheduled 

jobs with the highest priority to be processed on a machine. The G&T algorithm [32] is one of the 

most important and earliest executions of priority rules, and is considered a constructive algorithm. 

The most well-known dispatching priority rules that have been applied to the JSSP are: Shortest 

Processing Time first (SPT), Shortest Remaining Time first (SRT), Longest Processing Time first 

(LPT), Earliest Completion Time first (ECT), Weighted Shortest Processing Time first (WSPT), 

Earliest Release Date first (ERD) and Earliest Due Date first (Edd). Although dispatching rules 
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cannot perform effectively in the case of complex JSSPs and have limited use in solving practical 

JSSPs, these rules have three advantages: they are very simple to implement, they offer fast 

computation time and they have the ability to find a reasonable, good solution in a relatively short 

time for simple JSSPs. 

The shifting bottleneck heuristic is one of the most powerful heuristics that has been developed 

to solve the JSSP, and was originally proposed by [39] and later improved [40]-[43]. This algorithm 

includes optimizing a one-machine scheduling subproblem for each machine (work-centre). This 

heuristic is also widely used nowadays in efficient hybrid algorithm implementations [44], [45].  

The effectiveness of this heuristic relies on its ability to efficiently obtain good schedules for 

individual work-centres and to model the interactions between work-centres accurately. The 

shifting bottleneck heuristic has some advantages over exact methods and dispatching rules. First, 

it decomposes the shop into a number of disjointed work-centres, which allows each work-centre 

to be scheduled using the most suitable procedure. Second, it uses global information, in contrast 

to dispatching rules which uses local information. However, it uses the makespan scheduling 

objective, which is not practical, and it does not consider sequence-dependent setups [46]. 

2.3 Metaheuristic Algorithms 

The idea of metaheuristic algorithms was first proposed by [25].  Thereafter, several definitions were 
presented for these algorithms including that of Osman and Laport [47], which states: “A metaheuristic 
is formally defined as an iterative generation process which guides a subordinate heuristic by combining 
intelligently different concepts for exploring and exploiting the search space and learning strategies are used to 
structure information in order to find efficiently near-optimal solutions” [49].  It could be said that 
metaheuristics are an intelligent way to explore the solution space and exploit the optimal solution. 
Meta-Heuristic algorithms have played a significant role in solving FJSSPs. Most recent literature 
review shows that Meta-Heuristic algorithms receive major attention than other techniques in the 
fuzzy scheduling environment with more than 70% of the existing studies.  To implement one 
metaheuristic for a JSSP it is necessary to implement three steps: preprocessing, initialization and 
improvement. 

Preprocessing consists of two tasks: representing or encoding the solution space and designing 

a decoder algorithm to generate the active schedule corresponding to the encoded point. Next, an 

initial population or initial single point has to be generated in initialization. Finally, the initial 

solutions are improved by intelligent algorithms based on exploration and exploitation techniques 

applied to the solution space of the JSSP.  

 
2.3.1 Preprocessing 
One of the key issues that needs to be addressed when applying metaheuristics successfully to the 
JSSP is how to encode a schedule for the search space, i.e., the suitable selection of an encoding 
scheme is crucial in enhancing the search effectiveness of any metaheuristic. To this end, over the last 
25 years, nine representations for the JSSP have been proposed. The definitions and properties of the 
representation schemes of the JSSP are described in [48].  Representations such as job-based, 
operation-based, job pair relation-based, completion time-based and random keys belong to this 
category. In the indirect approach, a sequence of dispatching rules for a job assignment, but not a 
schedule, is encoded into a search space and metaheuristic algorithms are used to evolve those points 
to find a better sequence of dispatching rules. A schedule is then constructed with that sequence of 
dispatching   rules. Preference list-based, priority rule-based, disjunctive graph-based and machine-
based representations belong to this category. The percentage breakdown of the representations 
applied to the JSSP is illustrated in Figure 2. 
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All the encoding schemes that have been proposed to solve the JSSP are able to generate an active 
schedule by using a decoder. [48] classify the degree of complexity of the decoder into four levels: 
Level 0: no decoder; Level 1: simple mapping relation; Level 2: simple heuristic; and Level 3: complex 
heuristic.  

Operation-based representation [49] encodes a schedule into a sequence of operations, 

although all possible permutations of the sequence cannot define a feasible schedule due to the 

existence of precedence constraints. [50] introduced an alternative; they denoted all operations for 

a job with the same character and then interpreted it based on the order of appearance in the 

sequence. The application of this representation has been found to perform the best when compared 

to other operation-based representations [51]-[72]. Also, the decoder of this representation consists 

of two main steps; first it translates the encoded point to a list of ordered operations, second, it 

generates the schedule by using a one-pass heuristic based on the list. The G&T algorithm [32] is a 

well-known constructive procedure which has been used as a decoder for this representation [51], 

[53], [54], [56], [60], [66], [73]. Some researchers have extended the G&T algorithm into a modified 

decoder [63], [65]. Other decoders for this representation have also been proposed [71], [74]-[76]. 

Job-based representation [77]-[79] includes a list of 𝑛 jobs (the sequence of jobs).   So, to 

construct a schedule according to this encoding scheme all operations of the first job in the list are 

scheduled first and then the operations of the second job in the list are considered and so on until 

all the operations of the rest of the jobs are scheduled   

Preference list-based representation [80]-[98] divide an encoded point into m subpoints so that 

each one belongs to one machine. Each subpoint consists of a string of operations which has to be 

processed on the related machine. Subpoints do not explain the operation sequence on the machine. 

They are preference lists, so that in effect each machine has its own preference list. Although [66] 

proposed a heuristic to decode this representation into a non-delay schedule, a G&T algorithm has 

been the regular decoder used by various researchers. [81, [91]-[93], [95]-[97]. 

Job pair relation-based representation. Contains a binary matrix which determines the 

precedence relation of a pair of jobs in corresponding machines [70], [99]-[101]. 

Priority rule-based representation [102]-[105] includes a sequence of dispatching rules for job 

assignment and its decoder should construct a schedule by using a priority dispatching heuristic. 

To decode this representation, [105] proposed a simple schedule builder that sorts operations based 

on their relevant dispatching rules. Note that algorithms based on the G&T algorithm [30] can be 

considered to be the common basis of all priority rule-based heuristics. 

Disjunctive graph-based representation [44], [105] -[124] is viewed as a kind of job pair relation-

based representation that uses a visual style. The disjunctive graph G=(N, A, E) is defined as follows: 

N includes nodes representing all operations, A consists of arcs connecting consecutive operations 

of the same jobs and E contains disjunctive arcs connecting operations to be processed by the same 

machine [62].  A decoder for this representation should translate the orientations of all the 

disjunctive arcs into sequences of operations on the same machines and then construct the related 

schedule. 

Completion time-based representation [124], [125] encodes a sorted list of completion times of 

operations and does not have a decoder. Although this representation is not suitable for most 

metaheuristics, some researchers [104],[124], [126]-[135] have applied this scheme to their algorithm 

by designing a special operator to avoid illegal schedules. 

Machine-based representation [104], [130]-[135] consists of a sequence of machines, and its 

decoder works by applying a shifting bottleneck heuristic to the sequence. Also, parallel job and 
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parallel machine representations of the chromosome have been proposed for genetic encodings of 

the flexible JSSP [131]. 

Random key representation [101], [121]-[131] encodes a solution of the JSSP with a random 

number. Each encoded point consists of two parts: an integer part in set {1,2,…,m} and a fraction 

part generated randomly from (0,1). The integer part is interpreted as the machine assignment for 

that job and the sorting of the fractional parts provides the job sequence on each machine. Some 

researchers [127]-[131], have considered a sequence of all operations, i.e., an operation-based 

representation, as an integer part of their random key representation. 

 

2.3.2 Initialization  

Initialization algorithms are typically the fastest approximation methods, yet they often return 

solutions of inferior quality when compared to improvement algorithms. In the literature, 

initialization of the JSSP has been carried out using various methods such as random methods, 

priority rules and heuristic algorithms. The high quality of the initial population speeds up 

metaheuristic algorithms [54], [60] although producing an initial population has often attracted less 

attention than other steps of the metaheuristic algorithm, and random initializations have been the 

common procedure. The percentage breakdown of the initialization procedures applied to the JSSP 

in the literature reviewed in this paper is illustrated in Figure 2. 

        Priority dispatching rules [27], [33] can be ranked second in terms of being an effective 

initialization technique according to the number of their applications in the literature [102], [39], [104], 

[55], [130], [91], [116], [66], [132], [133], [67], [98], [72].   

 
FIGURE 2.  Percentage breakdown of initialization methods applied to the JSSP 

in the statistical population reviewed in this paper 

 

The main advantages of priority rules are that they are easy to execute, have low requirements in 

terms of computational power and have less time complexity. However, each priority rule applied 

in initialization is able to generate just one solution. So to overcome this limitation, some researchers 

, [128], [130], [83], [131], [85] ) have combined a set of priority rules and random selections to 

produce the initial population in their algorithms. Another application of priority rules to generate 

initial active schedules is the G&T algorithm [30]. Several researchers [128], [46], [125], [135] have 

applied priority rules as a means to select operations in the procedure of the G&T algorithm 

Some heuristic initialization procedures have also been proposed for the JSSP [121], [122], [44], 

[108],[ 56], [134], [137], [97], [71]. Due to these heuristics often having complex structures and a 

slightly longer computational time in comparison to random techniques and priority rules they 

have attracted less interest. However, the significant advantage of heuristic initialization 
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procedures is their ability to generate an initial population that is close to the optimal solution. This 

advantage speeds up the improvement algorithms enabling them to reach the optimal solution 

sooner and compensates for the abovementioned small amount of extra time spent on the 

initialization step. These heuristics are the fastest approximation algorithms available to solve JSSPs 

and therefore their solutions can be considered to be optimal solutions due to the very small 

deviation. 

The generation of a random initial point and then the use of a tabu search mechanism to generate 

a set of initial solutions was the heuristic initialization procedure has been proposed [126],[127]. 

[56] proposed a heuristic initialization based on the weighted sum of priority rules called IPG. Their 

heuristic initialization was able to generate an initial population near the optimal solution and an 

enhanced genetic algorithm in their experiments. [134] designed a heuristic to produce an initial 

solution for a neural network (NN) which solved the crisp JSSP based on priority rules. They also 

implemented two random initialization methods for the NN and the results of the NN that was 

initialized by the proposed heuristic were better than the results that were initialized by random 

methods in terms of both quality and computational time. [131],[132] proposed a robust intelligent 

technique to produce an initial population that was close to the optimal solution for the JSSP.  

 

2.3.3 Improvement

The last part of the metaheuristic for the JSSP is the improvement algorithm. This type of algorithm 

begins its procedure from initial solutions to find better solutions by exploring and exploiting the 

search space of the problem. To complete the procedures of the metaheuristic algorithm, many 

forms of intelligent approaches have been designed to improve the initial solutions of the JSSP, such 

as the evolutionary algorithm (EA), genetic algorithm (GA), artificial immune system (AIS), particle 

swarm optimization (PSO), ant colony optimization (ACO), simulated annealing (SA), Tabu Search 

(TS), Fuzzy Job Shop Scheduling Problem (FJSSP) and so on.  

      The evolutionary algorithm (EA) [68],[ 69], [70], [71], [122] utilizes procedures inspired by 

biological evolution, such as reproduction, mutation, recombination and selection. EAs work based 

on the notion of dynamically changing population due to the birth of new individuals inheriting 

genetic materials from parent. Candidate solutions of the JSSP play the role of individuals in a 

population and the fitness function determines their quality. The first effort in this area was an 

evolution-based mechanism that considers sequences of dispatching rules for job assignment along 

the lines of the shifting bottleneck procedure [103]. Next, the EA was hybridized with fuzzy logic 

[132] to solve the multi-objective flexible JSSP. This hybrid procedure exploits the  

knowledge representation competences of fuzzy logic and the adaptive competences of the EA.  

Genetic algorithms (GAs) for the JSSP have been implemented by many researchers [53], [50], 

[84], [85], [58], [81], [52], [107], [95], [66], [127]. However, GAs fail to intensify the search through 

the most promising regions of a neighbourhood. Therefore when implementing a GA, a local search 

procedure is also usually applied to intensify the search [86],[102],[65],[70] hybridized a GA with a 

NN. One of the effective hybrid GAs can be found in the work of [67], who hybridized their 

proposed GA with a SA algorithm. [62] designed a GA that included a G&T algorithm [32] for the 

initial chromosome generation. [178] proposed a hybrid genetic TS which when implemented 

produced exceptional results in all benchmarks tested. This is indicated by the three new upper 

bounds found for the ABZ9, YN1 and YN2 benchmark instances. [45] implemented an efficient 

hybrid GA with a local search scheme based on a random keys representation. A three-component 

hybrid GA with a differential evolution and a variable neighbourhood search procedure was 

developed by [9].  
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An artificial immune system (AIS), which uses clonal selection, hypermutations and a library 

of antibodies to constructs solutions, was first applied to solve the JSSP by [55]. The AIS has the 

advantage of a powerful global exploration capability. Further work using the AIS for the JSSP has 

been conducted in this field [54], [98], [99], [75], [100]. An improved immune algorithm called the 

modified Taguchi-immune algorithm (MTIA), based on both the features of an AIS and the 

systematic reasoning ability of the Taguchi method, was proposed by [101]. Both [102]  and [103] 

designed multi-model AISs which emulate the features of a biological immune system. 

Hybridization of the AIS with ACO was proposed by [104] and the next hybridization of the AIS is 

designed with a simple and fast SA by [105]. To solve the flexible JSSP, A [155] considered an AIS 

with different mutation operators to reproduce new individuals. 

The usage of particle swarm optimization (PSO) methods for the JSSP is relatively recent, and 

there is growing interest in this optimization method [118]. Although PSO methods can be generally 

applied to continuous optimization problems, which means that they are therefore unsuitable for 

discrete problems such as the JSSP, some researchers have proposed various transformation 

methods for PSO so that this method can also be applied to JSSP. For instance, [61] proposed a PSO 

algorithm to solve the JSSP by converting the feature of a continuous domain to a discrete domain. 

[69] combined the PSO algorithm with SA and formed an early form of hybrid PSO. [124] proposed 

a hybrid PSO-SA algorithm and compared the hybrid with single algorithm implementations. Their 

hybrid method was found to be more effective and more efficient than single metaheuristic 

components. The combination of a PSO and TS is another hybrid version to solve the JSSP [94]. [56] 

designed a computationally effective algorithm which combines PSO with an AIS to solve the 

minimum makespan problem of the JSSP. Another hybrid PSO [123] was proposed based on a 

combination of PSO, a SA technique and a multitype individual enhancement scheme [168]. Also, 

PSO has been hybridized with local search [127]. 

The application of ant colony optimization (ACO) and bee colony optimization (BCO) 

algorithms for the JSSP is rather limited. The first implementations of ACO were proposed about 

two decades ago [109], [112]. The early implementations of BCO to solve the JSSP are comparatively 

recent [123]. A simple ACO was executed on the JSSP [120]. [112] presented a hybrid ACO-local 

search algorithm and focused on the infamous FT10 benchmark instance so that the ACO 

performance could be evaluated. Hybrid ACO-Fuzzy was proposed by [124] to solve JSSP in 

reasonable time. ACO was easy to modify for new constrains and multi-objectives cases.    

Simulated annealing (SA) [225] is one of the earliest proposed metaheuristics. Several well-

known implementations of SA have been proposed [116], [115], [126], [51], [132], [127]. However, 

the main disadvantage of SA for the JSSP is that it cannot reach good solutions for the JSSP quickly 

because it is a generic and memoryless technique [4]. In light of this, research on using SA for the 

JSSP has focused on hybrid versions of SA, some of which have been mentioned in the preceding 

paragraphs [123], [67], [69], [124]. [119] hybridized SA and TS to find elite solutions inside big 

valleys. The effectiveness of this method was proved by the finding of 17 new upper bounds for 

benchmark datasets. Another hybrid SA-TS algorithm has been proposed by [128], where the 

hybrid algorithm was employed for two individual memory modules; the first memory 

temporarily avoided further changes in a solution’s elements to keep the presence of good solution 

elements while the second memory tried to track good solutions found during an iteration so that 

the best ones could be utilized as the starting point in a subsequent iteration. A hybrid SA based on 

a novel immune mechanism was designed for the JSSP by [73], which was built based on the notion 

of attempting to bottleneck the jobs available in each schedule to improve the quality of the final 
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schedules. [64] combined SA, a GA and local search to propose an effective algorithm for solving 

the JSSP. [72] designed a SA method based on using the features of a block-based neighbourhood. 

One of the powerful metaheuristic algorithms to solve the JSSP is tabu search (TS), and most 

state-of-the-art algorithms for this problem include some sort of TS. The main advantage of TS lies 

in the use of memory in its procedure which speeds up the solution space search [218]. There are 

several notable early implementations of TS for the JSSP [119],  [113],  [126], [ 127]. [92] implemented 

one of the most well-known proposals for a TS for the JSSP called the TSAB. The computational 

effectiveness of the TSAB was demonstrated by its ability to solve the Ft10 benchmark instance in 

30 seconds on a personal computer. This achievement motivated the development of i-TSAB [109], 

which uses the big valley of phenomena, some elements of path relinking philosophy, and new 

theoretical properties offers unprecedented. [117] and [96] analysed the contribution to the 

literature of the TSAB and i-TSAB, respectively. [127] found that the initialization procedure of the 

TSAB has an important influence on the best found solution of the method, whereas the TSAB 

strategy to generate a critical path has a negligible influence. [96] emphasized the importance of 

long-term memory in i-TSAB for achieving state-of-the-art performance levels in terms of 

metaheuristics for the JSSP. Due to the advantages of TS, some researchers have used TS in hybrid 

metaheuristics, some of which have been mentioned in the preceding paragraphs (e.g., [110], [113], 

[119]. An early hybrid implementation of TS that should also be mentioned is that of [117], who 

combined TS and the shifting bottleneck procedure, where the shifting bottleneck heuristic was 

initially applied to produce schedules and then TS was used to refine solutions in subsequent 

iterations. More recently, global equilibrium search, path relinking and improved TS based on a 

new version of the N6 neighbourhood have been combined for the JSSP [91]. Also, [63] have 

hybridized differential evolution with the TS that was presented by [129] for the i-TSAB to solve 

the JSSP. 

Fuzzy Method. Scheduling problem have many uncertainty factors such as (a) the operations 

processing times, (b) due and release dates and (c) general constraint of precedence among the 

operations. Therefore, numerous studies have dealt with the operations processing times as fuzzy 

numbers and gave the constraint of precedence a tree or a collection of trees representation. Some 

researchers have delved into scheduling problems with uncertain data and utilized fuzzy numbers 

to address the issue of uncertainty [124], [130]. [131] introduced the ambiguity (fuzziness) of 

scheduling data into the classical job-shop scheduling problem and discussed the significance of 

providing answers to the fuzzy job-shop scheduling problem. Fuzzy scheduling models have bulk 

of attention among other scheduling problems in the scheduling research community.  [132] studied 

the real-world scheduling problems and their data fuzzy nature such as the fuzziness in the 

operations processing time and their due-dates. In [232]’s study, a multi-objective JSSP for six jobs, 

six resources and ten jobs, ten resources have formulated. A two objective functions, the fuzzy 

completion time and the agreement index of fuzzy due-date were used.  The researchers utilized 

fuzzy logic to combine the next machine's load (NML), CR, and SPT priority rules, to fulfil all 

objective functions. [133] presents the economic lot-size scheduling problem (ELSP) with fuzzy 

extension for the work fuzzy demands. In the exploration for the optimal or near-optimal solution, 

a genetic algorithm guided by the fuzzy feasibility constraints and fuzzy total cost function is 

designed and assists the ELSP. [134] effectively solved a single machine-scheduling problem by 

applying Fuzzy Logic to advance it to a real-world application. Fuzzy numbers to define operations 

processing times and due dates have been used, and two objectives: minimization of number of 

tardy jobs and average tardiness were employed. [73] reached a near-optimal solution for a large-

scale JSSP by using hybrid optimization algorithm based on decomposition.  The key objective was 
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the total weighted tardiness minimization. To calculate the operations’ bottleneck characteristic 

values, a fuzzy inference system is composed. These values are used to lead solving of sub-problem 

process in an immune mechanism to promote the efficiency of the optimal. [135] studied a single 

machine due date assignment scheduling problem with general constraint of precedence among 

the jobs and fuzzy processing times. Most recently, Fuzzy scheduling studies have been reviewed 

in [164], [127], [128]. 

 

3. CONCLUSSION 

This review was conducted to bring together for ease of reference information on the constraints 

and objectives of the JSSP and the various methodologies that have thus far been applied to solve 

them. The methodologies were categorized into exact methods, heuristic approaches and 

metaheuristic algorithms. Significant effort was made to review the metaheuristic algorithms in 

particular. To achieve this purpose, the metaheuristics applied to the JSSP were divided based on the 

three steps of preprocessing, initialization and improvement. Preprocessing was reviewed in terms 

of two tasks: encoding the solution space and decoding the search space. For initialization, three 

approaches were covered: random initialization, the use of priority rules to generate initial solutions 

and heuristic initialization. The intelligent techniques applied to improve the initial solution/initial 

population were reviewed and their advantages and disadvantages were presented in Error! R

eference source not found..  

With regards to the methodologies applied to solve the JSSPs, metaheuristic algorithms were 

found to be more effective than the other proposed methods. The encoding scheme and decoding 

algorithm are key to the successful solving of the JSSP because they affect the exploration and 

exploitation procedure in the solution space. However, the effective choice of an encoding scheme 

is dependent on the concepts and ideas applied to the initialization and improvement algorithms. 



M. Abdolrazzagh-Nezhad and S. Abdullah                                   Data Science: JoCAI Volume 8 Issue 1 January 2024 pp. 45-63 

 

          Page 54 of 63 

  

 

 

TABLE 1 

ADVANTAGES AND DISADVANTAGES OF METAHEURISTIC ALGORITHMS PROPOSED FOR JSSPS 
 

Algorithm Advantages Disadvantage 

EA Easy to adjust its chromosomes and operators for any class of JSSP 

Incorporation of JSSP-specific knowledge in its chromosomes and operators 

Easy to understand and no demand for complex knowledge of mathematics 

Long training times 

Does not have memory search based on its random techniques 

Fails to intensify the search through the most promising regions of a neighbourhood 

Long computational time to converge the optimal solution of the JSSP 

GA Chromosomes share information with each other 

Easy to tune the chromosomes and the genetic operators 

Easy to understand and no demand for complex knowledge of mathematics 

Guarantees convergence to schedules near the optimal value 

Fails to intensify the search through the most promising regions of a neighbourhood 

Does not have memory search based on random techniques 

Requires more computational time than other algorithms to reach the optimal solution 

MA Has local search 

Memes share knowledge and exchange experience 

Easy to understand and easy to implement 

Resistant to being trapped in local optima 

Increases algorithmic complexity and CPU time compared to the GA 

Sensitivity to local search volume and neighbourhood structure of memes on JSSP for avoiding 

local optimal schedules 

Sensitivity to encoding memes on JSSP - Less memory 

CA Has brief space and memory search 

Has dual evolutionary system to cooperate between brief and population spaces 

Dual inheritance to make interactions by its acceptance and influence functions - 

High convergence speed 

Becomes easily trapped in local optimum schedules 

Difficult to design desirable protocol for determining the set of acceptable individuals that are 

able to update the belief space of the JSSP 

Difficult to propose an effective protocol for defining how the updated beliefs are able to 

influence the adaptation of the population component of the JSSP 

AIS Powerful global exploration capability 

Self-organizing and simple training algorithm 

Does not require effort to optimize any system parameters 

Simple way to solve a JSSP but may not be efficient in practice 

Draws its strength from randomness 

Setup of the parameters is based on guesswork by the developer 

BFA Suitable for multiobjective JSSP because of its group foraging strategy 

Individual bacterium communicate with other 

Has memory and is suitable for global search 

 

 

Has difficulty in tuning the parameters of the BFA for JSSPs 

Best suited to continuous optimization problems and unsuitable for discrete problems such as 

the JSSP 

Has weakness in its neighbourhood search 
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 For example, machine-based encoding is suitable for any algorithm that uses the shifting 

bottleneck procedure, while random key encoding is useful for metaheuristics with continuous 

features such as PSO and EM. Job pair relation-based encoding is appropriate for NNs, which are 

categorized as machine learning algorithms and have been not considered in this review. Note that 

the choice of encoding scheme is not a limitation as such because every encoding scheme can be 

adapted and utilized for every algorithm, although it may not turn out to be a suitable choice. 

There are two critical points to consider when generating the initial population of metaheuristic 

algorithms: the diversity of the initially produced solutions and their quality. The random 

initialization techniques satisfy the diversity property, so most previous researchers have applied 

this type of technique to the initialization of their proposed metaheuristic algorithms, although the 

quality of their initial solutions were far below. There are a few heuristic initialization procedures 

which are able to generate initial solutions that are close to the optimal solution but they do not 

always maintain a high level of diversity in the initial population. Therefore, the design of an 

effective heuristic initialization is a clear and significant research gap in the JSSP domain. 
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